A set of questions for IR.

1. What is the relation between DB and IR? And between question-answering system and RI?

2. What is the goal of indexing? How can we evaluate the quality of indexing? To what extent the quality of indexing affects the quality of retrieval?

3. How an automatic indexing compares to a manual indexing? And how about their utilization in IR?

4. A possible approach to RI is to scan the texts sequentially in order to find the segments that are identical or similar to the query. Comment on this approach with respect to the following aspects: speed, space and quality.

5. Whar are the criteria to select good indexes? What are the approaches used? Compare these methods.

6. What is relevance? What are the principal aspects of relevance that you know? Explain their influence on relevance.

7. How can we evaluate the performance of an IR system? What are the resources required?

8. Why do we use average precision instead of precision and recall measures? How is average precision obtained? 

9. What are noise and silence? What are their relations with precision and recall? 

10. What is the relation between precision and recall? Why should we always use them together? 

11. In some studies people tried to construct "precision-oriented" or "recall-oriented" systems. Comment on these approaches.

12. What is the role of natural language processing (NLP) in IR? Describe the current state of the use, and your perspective in the future? 

13. Several experiments using NLP showed that NLP does not improve IR effectiveness, but decreases it. Can we still expect that NLP will contribute positively to IR in the future? And how? 

14. We described in this course the following models: Boolean model (including the model based on fuzzy sets) and vector space model. How do you compare these models? Why many experiments showed that the vector space model performs better than the Boolean model, but some TREC experiments showed the reverse? From this analysis, what are the typical applications suited for the two models respectively?

15. What are tf and idf? How are they calculated? What they intend to measure? 

16. What is inverted file? What is it used for?

17. Analyze all the procedures of an IR system, and show what procedures are different in implementing the Boolean model and the vector space model. What differences do they have?

18. What relationship is supposed to exist between concepts and words in the classical systems? Is it a correct hypothesis? Why? What problems may follow this hypothesis? How can we solve them?

19. What is a stoplist, and what is its role?

20. What are lemmatization and stemming and what is their role?

21. Why do we want to group words into compound terms? How do we do it? What problems there may be in these approaches? Do you have any solution to these problems? 

22. What is relevance feedback? What is it used for? Explain why this technique can improve IR effectiveness. 

23. The same question for pseudo-relevance feedback.

24. What are the differences between IR and information filtering? What changes follow these differences in the implementation of an IF system (with respect to an IR system)?

25. What SMART system can do? How do we launch the processing?

26. What do differences between languages imply in IR? What procedures should change in an IR system built for a language when it is used for another language? 

27. What is the additional processing required for cross-language IR for the following two cases: from one language to another, and from one language to all languages?

28. How does LSI model work? Why can it improve IR performance?
29. What differences are there between classical IR and IR on the Web? 

30. Text condensing aims to create a condensed text for a long text. For example, one may want to reduce a text to 30% of its initial length. Can we use IR techniques for this task? Why and how?

31. Information extraction aims to find information of some particular types. For example, one can build systems to find information about terrorism, transactions in stock markets, and so on. The approaches used for this usually compare texts or sentences with some models (skeletons) in order to find information. Can we use IR for this task? Why and how?

32. Are the techniques described in this course usable to retrieve non textual information? For example, for images, sounds, … If yes, how? 

33. What are the similarities and differences between document classification and document clustering? In what cases are they useful? What are the common techniques used for them? How do they compare one with the others?
34. (*) What are the key problems to put several distributed IR systems together? How did one suggest to solve these problems in digital library?

35. How does a probabilistic model work? What probabilities do we have to estimate to make the model working? Is it possible to remove or relax the independence hypothesis between terms? What does this imply in implementation? 

36. What is the goal of query expansion? How is it does? What are the resources necessary for it? 

37. What is the difference between global query expansion (or global context analysis) and local query expansion (local context analysis)? Why did some experiments show better performances with local query expansion?

38. To store the results of indexing, what (minimal) data structure should we define? And for storing the retrieval results?

39. What are the additional problems one can encounter in cross-language IR? What are the solutions suggested? What are the advantages and disadvantages of these solutions? And for multilingual IR, what is the additional problem?

40. What are the relationships between machine learning, datamining and IR? How can one use the techniques of machine learning and datamining in IR? 

41. Is the concept of "user profile" usable in IR? How?

