On Chinese Text Retrieval

Jian-Yun Ni¢, Martin Briscbois
Département d'informatique et recherche opérationnelle,
University of Montreal,
BP.6128, succ. Centre-ville,
Montreal, Quebec, H3C 3J7 Canada

Xiaobo Ren
Center for Information Technologies Innovation
1575 Bd. Chomedey,
Laval, Quebec, H7V 2X2 Canada

c-mail: {nic, briseboi, ren}@iro.umontreal.ca

In previous studies, Chinese text retrieval has often been
dealt with on the character basis. This approach is not suited
to deal with complex queries. We suggest that Chinese text
retrieval should work with words instead of characters. The
crucial problem is to segment originally continuous
Chinese texts into words. In this paper, we [irst propose a
hybrid segmentation approach which unifies the commonly
used approaches. The system SMART is then adapted to
index the segmented Chinese texts. Finally, we suggest that
Chinese text retrieval should move further 1o include a
thesaurus in order to cope with the rich vocabulary of
Chinese.

1. Introduction

Typically, an Information retrieval (RI) system determines
the relevant documents according to the frequency of
occurrences of the words of a query within the documents and
the corpus (e.g. tf*idf weighting method). In Indo-European
languages, the identification of words is a trivial task, but
in Chinese, it is difficult because there is no separation
between words: a sentence is wrillen as a conunuous
character string such as “itHMEL AT EAHHK"
(Computers have been used in every area). Thus traditional
approaches to RI cannot be directly applied to Chinese.
One solution is to proceed Chincse text retrieval on a
character basis, i.e. queries are cvaluated using character
string matching against documents. This approach has been
used in several experimental systems for both Chinese [6]
and Japanese text retrieval [8, 17, 18]. However, character-
based searching is only appropriate for text retricval using
concepts that may be expressed by a unique character string
(e.g. proper names). It is not suited for Chinese text
retrieval in general, due o the reasons described below.
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1) A character-based approach would lead to a great deal
of incorrect matching between queries and documents due to
the quite {ree combination of characters in sentences. To
take an cxample, if one wants to retrieve documents about
iR %)} (recognition), then it is possible to find a document
containing the sentence #IAMHA (he knows other
people) by the character-based approach. This latter
sentence should be segmented as # (he) AR (knows) # A
(other people). We can sce that #28] (recognition) is not a
word in this sentence.

2) One can argue that if the query string is long enough,
this wrong-matching problem may be reduced. This is the
hypothesis implicitly used in [18]. This is true, however, at
the price that a complex concept should always be expressed
by a fixed character string in both the documents and the
queries. This is a too strong constraint to be met. For
example, the relatively simple concept such as "Chinese
character rcecognition” may not only be expressed as
"XFR A", but also implied in the expressions such as
"I % 8GR (recognition of Chinese characters),
“JRARF" (recognize Chinese characters), "#R%]F
EXF" (recognize hand-written Chinese characters), etc.
These strings can hardly match the string "SR 5",

3) In character-based approaches, every character is
dealt with in the same way. This makes it difficult to
distinguish [unction words such as prepositions (49,2 - of)
from more meammngful words. If a query is expressed as
"HEFEIMGEE AT (documents about the
installation and mainienance of computers), then the
substrings "H %" (about), "#" (of) and "F #" (documents)
will be treated by a characler-based searching as if they are
as meaningful as "#t F4L" (computer), "% 4" (installation)
and "#4*" (mainlenance).

4) Character-based approaches do not allow us to easily
incorporate linguistic knowledge (e.g. synonymy) into the
searching process. Chinese language has a rich vocabulary.
A concepl may often be expressed in multiple ways. For
example, "P " (Chinese language) may equally be
expressed as "iE", "HiE" or "#4&". The concept
“information” may bc expressed as "{& &", "FR", "ME&",
and so on. In order o achieve a high cffectiveness, it is
nccessary for a system lo incorporate a thesaurus which
establishes relationships among all these similar words.
This incorporation is difficult o achieve with character-
based retrieval approaches.

The problems just mentioned can be solved only with a
word-based retrieval approach. 1) If words are identified



correctly, word boundaries may prevent the system from
matching a word against parts of different words as in the
earlier example of "#&%]" (recognition). 2) For segmented
texts and queries, it is easy to filter out non-meaningful
words (or function words) by setting up a stop list. 3) Word-
based approaches do not require a fixed morphology for
concepts as much as for character-based approaches. 4) It is
possible to incorporate a thesaurus into a word-based
retrieval.

Word-based Chinesc text searching has also been
suggested by some earlier swudies |23, 24|. However, the
emphasis of these studies was on thc scgmentation of
Chinese rather than their utilization in [R. No experiments
have ever been provided to answer the questions of how
segmented Chinese texts may be retricved and what the
influence of the segmentation quality is on the retrieval
effectiveness.

In this paper, we will first propose a hybrid approach
which unifies most of the approaches used in the past. It is
our claim that the hybrid approach is the natural
segmentation process used by human beings. The hybrid
approach is compared with the two commonly used
segmentation approaches using two corpora. Then the
SMART system is adapted to index the scgmented Chinese
texts. Our experiments show that our hybrid approach
results in better segmentation than the other approaches,
and that the retrieval effectiveness 1s directly affecied by the
segmentation quality. Finally, we suggest that Chinese Rl
should move further to incorporate a thesaurus in order to
cope with the rich vocabulary in general Chinese texts.

2. Towards a unifying approach
of segmentation

Let us first discuss the crucial problem of Chinese
segmentation which aims 10 se¢t word boundaries in
originally continuous sentences. There have been two main
groups of approaches to Chinese segmentation: dictionary-
based approaches and statistical approaches.

Dictionary-based (also called rule-based) approaches [4,
9-12, 22, 25-28] operaic according 1o a very simple
concept: a correct segmentation resull should consist of
legitimate words (in a restrictive sense, those in a
dictionary). In general, however, several legitimale word
sequences may be obtained from a Chinese sentence. The
maximum-matching (or longest malching) algorithm is
often used then to select the word sequence which contains
the longest (or equivalently, the fewest) words.

For example, the phrase P B X # (Chinese literature),
may be segmented into the following [ive legitimate word

sequences:
TEH X# (China, literature = Chinese literature)
TE X ¥ (China language, study)
¥ BX # (middle, Chinese language, study)
¥ B X#¥  (middle, country, lilerature)

¥ B X # (middle, country, language, study)

The first (correct) sequence is chosen as the result because it
is composed of the fewest words.

The above algorithm is often extended by a set of
heuristic morphological rules: a character string which is
not stored in the dictionary, but may be derived {rom the
heuristic rules, is also a possible word candidate. Typically,
heuristic rules are set for identifying words having some

common structures such as affix structure (kA& -
popularize/popularization) or nominal pre-determiner
structure (— & A - hundred people).

On the other hand, statistical approaches [3, 5, 7, 13,
19, 21] rely on statistical information such as word and
character (co-)occurrence frequencies in the training data -
often a set of manually segmented texts. A simple statistical
approach is as follows:

Given a set of manually segmented training texts, the
probability of a character string S 1o be a word is calculated
as follows:

number of occurrences of S being segmented
as a word in the training set
pS) =

number of occurrences of S in the training set

Given an input string to be segmented, the best solution is
composed of a sequence of potential words S‘ such that
[T p(S) is the highest.

Although many statistical approaches make use of more
complex models (typically first-order Markov models), the
principle remains the same, except that the probability for a
string to be a word is dependent on a certain context (the
preceding characters or words). That is, instead of using
p(S), onc uses p(Shw) or p(Sic) where w and ¢ are respectively
the word or character just before S.

The above two groups of approaches have often been
seen as competing onc against another because of their
different advantages and disadvantages that we summarize as
follows:

Statistical approaches are more corpus-dependent than
dictionary-based approaches. This is an advantage and a
disadvantage at the same time: the corpus-dependency
makes the approaches more sensitive to the particularity of
the application arca, but it also prevents the statistical
information to be reusable in other applications.

To estimate probabilities in statistical approaches, the
system should be presented with a great deal of training
texts that have been scgmented manually. The manual
segmentation is a very costly operation. In addition,
manual scgmentation is often inconsistent, that is, the
same expression describing a concept may be manually
segmented sometimes as a single word, somelimes as two or
more words. This inconsistency is due to the absence of a
precise definition of ‘word’ in Chinese. It may greatly affect
the performance of statistical approaches.

Aside from the practical problems noted above, a more
serious problem concerns the models themselves. Most
statistical approaches are limited to first-order Markov
models. It has been documented [11] that such first-order
models can hardly handle words containing more than two
characters. If the first-order Markov model is to be extended
lo a higher order, however, two other problems may be
introduced: 1). The prevalence of many “functional”
characters with a particular grammatical function such as
prepositions, interrogative/negative markers and
conjunctions can cause the statistical data in terms of
frequency of occurrence to be unfairly skewed when the
model is extended to anything beyond a first-order scheme.
2). Collecting enough data 10 uniformly extend the model
beyond the first-order level is difficult. Several methods
have been proposed to address these problems [5, 19, 21].
The fact remains that these approaches cause an increase in
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the model's complexity.

On the other hand, dictionary-based approaches have
the advantage that the lexical knowledge used corresponds
closely to our general knowledge about Chinese words and it
is represented in a straightforward way such that human
experis can easily verify its correciness. The generality of
the knowledge used in these approaches also means that an
approach may be reused in a different context without much
modification. However, a prerequisitc for high-quality
results in dictionary-based segmentation is a dictionary
which is complete. It is unrealistic 10 suppose that a truly
complete Chinese dictionary will be available because of
the enormous size such a potential dictionary would imply,
its domain dependency (certain strings may be words in
some domains while not in others), and the fact that new
words are constantly being produced (the creative aspect of
language).

The above summary shows that the two kinds of
approach are indeed complementary: one relics on general
word knowledge, the other on the domain-specific
knowledge. Our approach aims to combine them in a single
segmentation process such that it can benefit from the
general and domain-specific knowledge at the same time.

The combination of the two approaches 1s also naturally
suggested by our own (human) scgmentation process in
reading. When people segment Chinese texts, both types of
knowledge are used. Usually, a correct segmentation may be
determined unambiguously by cutting the sentence into
usual legitimate words. In some circumstances, however,
unusual words or new words may be used. In this case,
people usually look into the context (or application area) in
order to determine whether an unusual or new siring may be a
word. Although in human examination of context,
syntactic, semantic and pragmalic analyses may be
appealed, statistical information about the utilization of
words (in the same arca) still provides uscful indication.
Thus, a hybrid approach is a natural way to segment Chinese
texts.

The combination of both kinds of knowledge is also
feasible. In fact, a dictionary-bascd approach using longest-
matching algorithm may also be scen as a special case of
statistical segmentation: We can consider that cach
dictionary items identified in the input string has an cqual
probability p (p<1). Then the maximum-matching
algorithm is equivalent to a statistical approach which
chooses the segmentation result of the highest probability.
For the earlier example of ¥ BX % (Chinese literawre), if
we assign to each potential word an cqual probability p
(<1), then the first result ¥ B X & (Chinese literature) will
have the highest probability p2. So, the longest-matching
algorithm may be easily scen as, or incorporated inlo, a
statistical approach.

We suggest a hybrid approach based on the following
principle: the dictionary is considered as the background
knowledge and the statistical information as foreground
knowledge. The background knowledge is taken into
account by assigning it a default probability (p). For a word,
if statistical information is available, it is used in priority;
otherwise, if it is stored in the dictionary, then it is
assigned the default probability.

This combination of the two kinds of knowledge is
flexible. By varying the default probability value, we can
change the relative importance of the statistical
information and the dictionary. In parnticular, when the
default probability value is set 1o 0, the hybrid approach
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will not take into account the words stored in the dictionary.
Conscquently, the hybrid approach becomes the statistical
approach. On the other hand, when the default probability
value is very high (near 1), the hybrid approach will
consider almost exclusively the words stored in the
dictionary. Thus we obtain the dictionary-based approach in
this case. We see that the hybrid approach can cover a wide
range of approaches from the statistical approach to the
dictionary-based approach, as illustrated by the following
figure:

statistical - rule-based
approach approach
(p=0) 7 (p near 1)
hybrid
approach

Figure 1. Comparison of the three approaches

3. Implementation

The dictionary used in our system contains over 87 000
entrics. A sct of heuristic rules is also incorporated to
identify and scgment words which follow some rules. In our
implementation we deal with the following two groups of
morphological rules.

Nominal pre-determiner structure:

This structure refer to the sirings such as &8 (every
week), X =B (this lime), BB (every layer), T —(eleven)
—HF—F(in 1991), — & F(one hundred books).

We [irst define the following categories of characters:

- determiners: X (this), A (that), }t (this), & (this),
& (its, his, her), B (each), & (every),
X (some), & (first), T (which) ...

- ordinal-number markers: % (number)

- cardinal numbers: & (zero), — (one), ¥ (one), = (two),

R (wo), +(ten), B (hundred), ¥ (half) ...

- classificrs: #(class), W (band), € (bag), #(cup),
¥ (generation), X (book), i (time), @) (room),
E (layer), % (ycar), A (month), B (day)...

The rules concerning the formation of complex nominal
pre-determiners (pre-det) from these characters are the
following (where {...] indicates optional status and [..]" an
optional arbitrary repetition):

ordinal cardinal [classifier] — pre-det
c.g. F—H (first week): ordinal cardinal classifier
# — ( second): ordinal cardinal

determiner {cardinal]® classifier — pre-det
e.g. X —E (this time): determiner cardinal classifier
& & (every layer): delerminer classifier



cardinal {cardinal]® [classificr] — pre-det
e.g. ¥ — (twenty one): cardinal cardinal
— G & (hundred books): cardinal cardinal classifier

Affix structure:

By affix structure, we refer to the words derived from
known words by adding a prefix or a suffix. For example,
" BRA (little friend) is derived from "AAA" (friend) by
adding the prefix "J*" (litle). Some other examples of
prefix and suffix are given below:

prefix: k(big) % (general) & (vice), ...

suffix: A(person/people) 4}(plural mark)

4¢.(-ize/-ization)...

Semi-words

Most single characters in Chinese can be words. In
dictionary-based approaches, if a characler is not grouped
with its neighboring characters, that individual character is
usually considered to be a word. In fact, a single character
has much less chance to be a word than a compound
dictionary item, as noted by Bai |[1]. Bai labels a single
character as a “semi-word” in order to distinguish it from a
compound word in the dictionary. He suggested that a
compound word candidate should be preferred to a single-
character word candidate. We incorporale this principle in
our approach: a single characler is assigned the probability
pl2 if p is the default probability assigned o the items in
the dictionary. By this means, the correct segmentation
"B BR" for "HAXER" (Japancse people) is preferred
to the incorrect one "H X E K" (Japun, people).

The segmentation process

The segmentation process is similar to the statistical
approach. Given an input siring to be scgmented, the
following two steps are applied:

1. Each character in the input string is associated with all
the candidate words starting from that character, together
with their probability.
2. The candidate words arc combined to cover the input
string. The word sequence having the highest probability 1s
chosen as the result.

Here is an example to show the process of the hybrid
segmentation with the default probability set to 0.001 (cf.
Figure 2).

Example KSR PIEHE  (resolutions  and
procedure items of the congress)

(big) (meeting/will) (absoluie) (discuss) (and)

S— N s

1. After the dictionary look-up, the word candidates,
together with their probability, are associated to each
character in the string. For example, for the first character
"Xk", two possible words are found: "X 4" (congress) and
"R (big).

2. The combination procedure is applied to the input string
to find the word chains which cover the input string. The
following chain with the highest probability (= 1.0 * 0.956
* (0.945 * 1.0 * 0.936) is chosen:

K& &R Fr R A

(congress, resolution, and, procedure, item)

4. Experiments on segmentation

We tested our approach using two corpora, both from the
United Nations (see the following figure for their
characteristics). Both corpora arc segmented manually by a
Chinesc speaker. Each corpus is split into a training set and
a test sct. The training set has been used to calculate the
probability for potential words (as in the simple statistical
approach described in section 2).

Corpora | Size (Kbyte) | training set | test set
Corpus 1 164 149 15
Corpus 2 1270 1 247 272

Table 1. Characteristics of the corpora

Different default probability values have been used in the
hybrid segmentation in order to examine their impact on the
global segmentation performance. Table 2 shows the
amount of errors using the hybrid approach to segment the
training set and the test set of corpus 1 (similar
observations have been obtained on Corpus 2).

We sce in this table that the dictionary-based and
statistical approaches alone do not yield satisfactory
results, either for the training set or for the test set. In the
case of the statistical approach (p=0), the training set is
segmented with a very high accuracy (98.5% of accuracy),
but a lot of errors are produced for the test set (38.6% of
error). On the other hand, in the case of the dictionary-based
approach (p=1), the error ratio 1s almost the same for the
training data and test data. The segmentation accuracy is
around 91%.

(d‘iscuss) (Path) (item) (item/eye)

FT o I —

£y 1}& 13 g X %
(0.016) (0.029) (0.00108) (0.0005) (0.945) (0.0005) (0.0005) (0.0005) (0.024)
xe —— BB W AR WE B
(1.0) (0.956)  (0.001)  (0.001) (1.0) (0.936)
(congress) (resolution)(negotiation){(concession)(procedurce) (itcm)

Figure 2. An example of segmentation process
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default Nb. (%) of Nb. (%) of

probability errors for errors for test

(p) training set set

(34433 words)| (3487 words)

0 52 (0.15%) 1346 (38.60%)
0.00001 50 (0.14%) 272 (7.80%)
0.0005 50 (0.14%) 105 (3.01%)
0.001 50 (0.14%) 104 (2.98%)
0.005 62 (0.18%) 103 (2.95%)
0.01 73 (0.21%) 101 (2.90%)
0.02 106 (0.31%) 109 (3.13%)
0.05 152 (0.44%) 105 (3.01%)
0.1 196 (0.57%) 103 (2.95%)
0.2 292 (0.85%) 99 (2.84%)
0.3 381 (1.11%) 112 (3.21%)
0.4 479 (1.39%) 133 (3.81%)
0.5 552 (1.60%) 142 (4.07%)
0.9999 3405 (9.89%) 324 (9.29%)

Table 2. Impact of the default probability

In the case of the hybrid approach (when the default
probability is between 0.00001 and 0.9999), much better
results are obtained. The following graph shows the
variation of segmentation accuracy of the hybrid approach
on the test data in both corpora.

100
- corpus 2

accuracy

T ¥ T t i
I u —

J0000 1 -

default probability for dictionary entries

Figure 3. Segmentation accuracy for different approaches

Although the accuracy ratios, even in the best cases
(around 97%), seem 1o be still lower than some previous
reporis (over 99%), we should notice that an important part
of these errors are duc to the inconsistency in manual
segmentation which is used to cvaluate the automaltic
segmentation processes. For example, some strings
(especially some usual locutions) such as “R4EA"
(influence/make effect), "#H & £" (ciflicient), "4 2" (in
particular), are sometimes scgmented as single words,
sometimes as two separate words by the same Chinese
speaker. This inconsistency is unavoidable as long as there
is no clear definition of word in Chinese and the corpus is of
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considerable size. For a correct accuracy evaluation, any
muanual segmentation for the above cases should be
considered as a correct onc. However, in our automatic
evaluation process of the accuracy, only one possible
solution is considered to be correct. This makes the accuracy
measures lower than their actual level.

Another important factor is related to the segmentation
of proper names. In our corpora, there are quite a number of
non-Chinese proper names such as "#f#F 3. &% 0 1"
(Stephen Shwebel). Without a special processing, these
strings cannot be segmented correctly. In [16] we described
a statistical unknown word detection process which
succeeded in identifying frequent proper names. In our
current corpora, however, the same approach do not apply
because these proper names occur only occasionally. For
example, the above proper name "#f %3+, &% 0l R only
occurs once. For the recognition of proper names of non-
Chinese people, some heuristic rules may be very helpful.
Usually, these proper names are translated into Chinese
using a relatively small set of characters. A string of such
characters that is not a common word has a high chance to
be the translation of a non-Chinese name. This approach
has been used in, among others, [20].

For the statistical approach and the dictionary-based
approach, they have some more problems.

About the dictionary-based segmentation

The criterion of longest matching is not sufficient in a
number ol cases. For example, for the string "# A£" (for
humanity), the following two possible segmentation results
are cqually plausible for this approach: A #£ (for other
people, kind) and # A% (for, humanity). An arbitrary
choice is then used. Tt is expected that only 50% of these
cases are segmented correctly. Another problem is related to
the recognition of affix structures. The conditions for affix
structures are sometimes not strict enough. This makes
strings to be incorrectly identified as words. For example,
In our process, "A" (people/person) is defined as a possible
suffix (as in " B A" (Chincse people)). So it can also be
attached to the known word "# %" to form a wrong word
"# % A" (many people) in "# % AK" (many families).
Again, the longest-matching algorithm alone cannot
choose the correct one (the sccond) among the two
possibilities: "# % A K" (many people, family) and
"#¥% AK" (many familics).

About the statistical segmentation

This approach strongly relies on the good coverage of
the training data for the test data. The problem of
incomplete coverage makes the approach unable to segment
correctly some common words. For our test sets, the words
"3 R" (cxtradilion), "H#&" (high sea), "#H A" (prosecute),
"L e AN (orchestra), and so on, are segmented into
single characters because these words never occurred in our
traming data.

Most of the above problems specific to the dictionary-
based approach and the statistical approach can be solved in
the hybrid approach by an appropriale combination of the
two kinds of knowledge on words. For the problems found
in the dictionary-based approach, most of them can be
solved by taking into account the statistical information on
the words. This allows us to choose the most frequent words
in priority. In comparison with the statistical approach, the
incomplete coverage of statistical information may be



compensated by the incorporation of the dictionary. This is
the reason why the hybrid approach results in higher
accuracy than the two other approaches.

5. Application to Text Retrieval

In this section we describe our adaptation of SMART system
to Chinese texts and our experimental results.

Indexing

When Chinese texts have been scgmented, traditional
RI approaches may be adapted for their retrieval. This is the
approach we took: we adapted the SMART system [2] to
index our segmented Chinese texts after a slight
modification in order to tokenize Chinese texts correctly.
The tf*idf weighting scheme is used in our experiments.

In order to ignore the non-meaningful words for

document indexing and searching, we set up a stop-list of
over 300 Chinese words which are the most used functional
words in our corpora. These words are usually prepositions,
adverbs and non meaningf{ul nouns and verbs. Here are some
items included in the stop-list:
# (of), ®M (according), € (make), # (by), & (than),
B (relatively), JF (and), 9 B (also), F# (cither), THE
(cannot), F (only), ¥ (often), B3 (unless), ®IF (in
addition), ] # (problem), & % (notice)

Test corpus

The adapted retrieval system has been tested using the
Corpus 2 which is composed of a number of scctions, cach
in turn consisting of a number of paragraphs. As our
purpose here is to evaluale the cffectiveness of text retrieval
in non-structured Chinese texts, we do not consider the
structural information. We simply consider each paragraph
as a retrieval unit (document), and all are put together to
form the test corpus which amounts to 3307 documents. The
average length of the documents is about 90 words or about
160 Chinese characters.

Queries
We make use of the table of content of the original

Corpus 2 to set the test queries. (Note that this table of
content is not included in our corpus for retrieval test). 13
important themes are determined as our test queries, and the
corresponding paragraphs according to the table of content
are considered to be their relevant documents. In so doing,
we expect the relevance judgments to be as objective as
possible. The average length of the queries is 9 Chinese
characters, and the average number of relevant documents is
16.

Preliminary test results

We run the system with the segmentation results of
three different approaches: the dictionary-based approach,
the statistical approach and the hybrid approach with the
default probability set at 0.001. As the queries are Chinese
phrases, they arc also segmented respectively using the
three segmentation processes, and then transformed into
Boolean queries (disjunction). The correspondence R(d,q)
between a document d and a query q is evaluated using the
following fuzzy Boolcan model:

R{d,0) = w(,d) where w(t,d) is the weight of
the word t in the document d;

R(d,AAB) = R(d,A) * R(d,B)
R(d,AvB) = R(d,A) + R(d.B) - R(d,A) * R(d,B)
R(d,—A)=1-R(d,A)

Figure 3 shows the variation of the precision ratio over the
recall ratio for the three segmentation approaches.

We sce that the retrieval performances using the three
segmentalion approaches are consistent with their
segmentation accuracy. At this point, we can say that the
better the segmentation, the better the retrieval.

We can further observe an important difference between
the retrieval using the dictionary-based segmentation and
those using the two other segmentation approaches.
However, there is only a marginal difference between the
statistical approach and the hybrid approach. We indicated
carlier that one major difference between the two approaches
is due to the incomplete coverage of the statistical

0.7 4+ dic (31.3)
-~
0.6 £ = \\ ————— stat (37.5)
0.5 J \\-‘*L; '''''' h)’b (38.5)
c A
2 044
0
©
® 03 4
o
0.2 4+
0.1 3
o +-+——t——ttt+r—t+—t+r++t+—t—vp—v_p—v_i—vi———tip—y
O W e W N WMDY NN O W N OO D -
C o7 o YNNe PP YUg® g9 gh g g O
=} (=] o [ o [ o o (= [
Recall

Figure 4. Comparison of the retrieval performance
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information. However, our queries do nol use these common
words. So the difference beiween them is not reproduced in
the retrieval.

Now, let us give some more analysis on the query
evaluations.

Unknown words
In the following query:

ql. BB F K (international migration and refugees)

the word "# 4" (migration) is nol a common word, and is
not stored in our dictionary. However, it is frequently used
in our corpus. So, by the diclionary-based approach, the
word is segmented into two separated characters but
recognized as a word by the two other approaches. Thus, for
this query, the retrieval performance using dictionary-based
segmentation (average precision of 27.7%) is much lower
than using the two other segmentation approuaches (44.7%
for the statistical approach and 59.2% for the hybrid
approach).

Incorrect segmentation

Some words may be composed of two or more simpler
words. In this case, it is difficult 1o dctermine whether a
string should be segmented into a single word or into
several words. The correct segmentation of such strings has
a great impact on the retrieval performance, as shown by the
following examples.

qS. T AF R4 %4 (the preparation of the celebration
of the fiftieth anniversary)

In this query, the string "A %4 4" (anniversary/
anniversary celebration) is considered as a single word by
the dictionary-based approach because it is stored in our
dictionary. This word may be separated to two common
words: "J %" (anniversary) and "#&" (celebration). In the
case of this query, it should be separated. In some relevant
documents, the conceplt "anniversary cdcbralion" is
expressed in different ways than "B $#&", for example,
"A&Z+THEHE" (celebrate the [ifticth anniversary),
"AtHAE ... &4&" (the [ifticth anniversary
celebration), and so on. These documents do not match the
word "B H44". It may be expected that, if, during
document-query comparison, the complex word is allowed to
break down into simpler words, then some of the unmatched
relevant documents may be identified. However, we may face
with the reverse problem as shown by in the following
example.

q8. HR4RITH R L RATHH 8 (credits of the World
Bank and the Regional Development Bank)

The string “#JF4R4T" (the World Bank) is stored as a
word (a proper name) in our dictionary, so segmented into a
single word by the dictionary-based approach. This is the
correct segmentation in this case. The same siring 1s
segmented into two words by the two other approaches:
"R (world) and "447" (bank). As a consequence, the
retrieval performance using the dictionary-based
segmentation is significantly better than that using the two
other approaches.

Considering the above two examples together, how to
deal with the problem of complex word vs. simple words is
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still an open question, because a solution of one problem
may engrave the other problem.

6. An attempt of integrating a
Chinese thesaurus

The retrieval process we used is a keyword-based process,
thus it inherits all the problems of this latter, in particular,
for a document 1o be considered "relevant”, it has to contain
the same keywords as those in the query. If a concept is
expressed in a different way in a document, then it is
possible that the document cannot be retricved, although it
is highly relevant. This problem of silence has been noted
for a long time. Query expansion, which is aimed to find
more poltentially relevant documents, has often been
suggested as the solution to it. In our previous study [15], a
flexible method has been developed for the use of manually
established thesauri in query expansion. In this approach
relations stored in a manual thesaurus are viewed as fuzzy
relevance relations between terms (or words):

{... A—)c Al, ..}
where A — A, means thal the term At is relevant to the

term A to the extent ¢ (€ [0,1]). The extent ¢ is determined
according to the nature (i.e. synonymy, hypernymy, etc.) of
the thesaurus relation between A and A, as well as to the
relevance feedback information. These fuzzy relevance
rclations are uscd to expand the initial Boolean query as
follows:

For cach term A in the initial Boolean query, if A— A,
is a relevance relation, then A, € is pul in disjunction with A

in the query (i.e. A is replaced by AvA ©). The expression

A, ® means: if a document corresponds to A1 to the extent w,

then it corresponds to the original term A to the extent c*w
only.

This method has been tested on CACM collection with
the thesaurus Wordnet |14]. Significant improvement has
been obtained by making query cexpansion in this way. We
believe that the sume query expansion is extremely useful to
Chinese IR. However, to our knowledge, there is no Chinese
thesaurus available for Rl systems. In an attempt to
establish such a thesaurus, we made use of an electronic
bilingual dictionary (EDICT). In this dictionary, an English
word is interpreted into Chinese words. For example:
ability n. -Fifie A7 :GE % plo A4 3448 a manifold

abilities 2 4 % £
abolish vt.Bib, EM #E “.able a THEKRE “.ment
Ak BE
administration  n./g ;8 /14008 ;ﬁ'iiibl.*,
MR N AL f’/,\_’j,r’u; 4,*914 W
advantage n.1.#) 348 #1].2 4 7 fRAGH ﬁ‘)‘)\& it
R F vt 7?'] A
association n.1L.YE 4 #4204 4 A 4 3. 8 4,
4.3 FR, #E 2S5, [L"i i\./liﬂl
budger n. A4 &Kt % Fop - R
vLvi i AT, .% #7915 7 (b ) 5]
commerce n%;n:);ll;‘ AR TR TFETRED
congress n. 1A, k4. 2.C-nX 4, B4 LB )

PPN RO E 3

ﬁ%
Eﬂ
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It is possible to transform the dictionary into a simple
thesaurus: All the Chinese words that translaic the same
English word (or one of its senses) are considered to relate
to each other. For example, the words which translate
"ability" (F-F, #67, K47, H #E) are considered to relate to
each other (they indeed denote the same sense in this case).
The words which translate the three different senses of
"commerce” may be considered as three groups of inter-
related words: {# dk, ##H, ¥ &, X &} (commerce), { X Fx,
X #) (social exchange) and {—Hf e K} (a card game).

The above examples show the cases where the English
word senses are well distinguished in this dictionary. This is
not the case for many other English words [or which all the
senses are merged in their translation. For example, for
"administration”, the sense of "drug administration" (B.%)
is merged with that of "government administration” (78
%, B ), "cabinet" (P ), "administration department”
(F28%07), and so on. So the above simple creation of
relations among Chinese words also crecates a lol of noise in
addition of desired relations.

In the thesaurus created {rom the dictionary, each word is
connected to about 20 other words. This thesaurus is applied
in the query expansion as described carlier. As there is no
information about the type of relation created, we assign the
same value ¢ for each related word, i.ce. each pair of related
words A and B is seen as the fuzzy relevance relation A—¢B.
The following table shows the retrieval performance using
query expansion on the result of dictionary-based
segmentation with three different values for c¢: 0.05, 0.1 and
0.5.

recall c=0 c=0.05 c=0.1 c=0.5
0 0.5005 0.5023 0.5045 0.4853
0.05 0.5082 0.5100 0.5122 0.4930
0.1 0.4967 0.5009 0.5046 0.5211
0.15 0.5163 0.5234 0.5239 0.5369
0.2 0.5052 0.5057 0.5068 0.4754
0.25 0.4481 0.4474 0.4478 0.4164
0.3 0.4143 0.4193 0.4193 0.3775
0.35 0.3798 0.3845 0.3889 0.33801
0.4 0.3693 0.3717 0.3730 0.3560
0.45 0.3690 0.3685 0.3688 0.3405
0.5 0.3026 0.3019 0.3017 0.2860
0.55 0.2851 0.2864 0.2870 0.2642
0.6 0.2815 0.2818 0.28138 0.2614
0.65 0.2734 0.2717 0.2691 0.2512
0.7 0.2154 0.2182 0.2204 0.2385
0.75 0.1872 0.1898 0.1923 0.2095
0.8 0.1764 0.1822 0.1847 0.2077
0.85 0.1343 0.1376 0.1374 0.1596
0.9 0.0724 0.0757 0.0754 0.1010
0.95 0.0697 0.0701 0.0698 0.0980
1 0.0697 0.0701 0.0698 0.0980
average 0.3131 0.3152 0.3162 0.3123

Table 3. Impact of the thesaurus on Lext retricval

(For the query evaluations using the two other segmentation
approaches, similar results are obtained.)

We can see that the retrieval performance is only
marginally affected by the simple thesaurus. This result may
be explained by the following facts:

1). A lot of "noisc” words are introduced in the query. The
possible positive impact brought by the truly related words
is neutralized by the noise.

2). The documents from the United Nations are written in a
formal language. The vocabulary is restricted. In such an
application, the utility of thesaurus is marginal.

Despile the problems, our experiments are interesting
because they show that query expansion is feasible in
Chinese IR. Although the experimental results do not show
a significant impact of the thesaurus on the retrieval
effecuiveness, we believe that, with a Chinese thesaurus of
higher quality, query expansion will be extremely useful to
Chinese R, especially for news retrieval. This is one of our
future research subjects.

7. Conclusions and Future work

In this paper, we described a hybrid segmentation approach
which makes use of both human-defined word knowledge and
statistical information. In comparison with other
segmentation approaches, this approach is highly flexible:
it can cover a wide range of segmentation approaches from
the statistical approach to the dictionary-based approach. In
terms of performance, the hybrid approach proves to be
clearly better than the two others.

We also adapied the SMART system to retrieve the
segmented Chinese texts. Our adaptation shows the
feasibility of using RI sysiems designed for Indo-European
languages o Chinese. Our preliminary experiments showed
that the retrieval cffectiveness is directly affected by the
quality of scgmentation. So a good Chinese RI system
should include a good segmentation process.

We also lested a query expansion approach using a
simple thesaurus established from a bilingual dictionary.
The query expansion had little impact on the retrieval
performance of the system because of the poor quality of the
thesaurus established and the strict vocabulary used in our
test corpus. Our future work aims to build a better Chinese
thesaurus for RI purposes, and to test the query expansion
approach for Chincse news searching.

Acknowledgment: We would like to thank Chris
Buckley who gave us uscful hint for the adaptation of
SMART 10 Chinese.
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