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Abstract multi-phase clocked circuit, where all clocks have the
same period. The method may be described as follows.
First, the optimal clock period®, is determined, and a
schedule of all the functional elements of the circuit is
computed. Second, in order to preserve the behavior of
the original circuit, registers are placed independently of
their initial placement. The placement of registers is
done using the computed schedule. Finally, once the
registers are placed, the phases are determined. Only the
schedule time of the first instance of each functional
element has to be determined, since the schedule is
supposed to be periodic. This latter has been defined [2,

Recently, we have presented two mathemati
formulations and procedures to solve them that apply
the problem of determining schedules, to reduce regis
and phase requirements for multi-phase synchronc
circuits derived using software pipelining techniques.
this paper, we show how to transform these formulatic
to minimum cost network flow problems, which can
solved efficiently. We show that the resultir
formulations can be solved by algorithms of tinr
complexity O(ﬁog(n)) for a network of n nodes.

Although we have not used a specialized algor|thm3’ 5] as a periodic functios: NxV  Q of pericd

solve the new formulations, experimental results on heres ()=s(n ) denotes the schedule time ofrte
subset of the ISCAS89 benchmarks show that th. oon Y . :

X . . iteration of operatiorv. In multi-phase flip-flop based
formulations can be solved much faster than the origir .~ . : . .

. . circuits, the schedule time is the start time of the
formulations, where the same algorithm based on t . . . .
X . operation. To be a valid schedule, this latter must satisfy
simplex method is used.

the data dependency constraints, which can be expressed

1 Introduction mathematically as follows:
In order to minimize the clock period of ¢
synchronous sequential circuit, this latter is modeled 1~ OnON, Oe, O E sy, g 5(V) 2S,(u) +d(u) . (1)

in [2, 3, 6]) as a directed cyclic gragh= (V,E d w)
whereV is the set of functional elements in the circui ~ For the method described above, more details as
andE is the set of edges that represent interconnecti\ell as an illustrative example can be found in [1, 2]. A
between vertices. Each vertein V has a non-negativecomparison of that method and some methods based on
integer propagation delagi(v) JN . Each edge, etiming [6] is provided in [2]. _
fom u to v, in E is weighted with a register ~ In that method [2, 3], it was question of how to
countw(e, ,) N , representing the number of registedetermlne a schedule that allows to reduce the number of
on the wire between andv. registers, and the number of clock phases in the final
Figure 1 presents an example of a circuit and design. Decreasing the number of registers contributes to
directed cyclic graph model. In this figure, |argminimizing the area occupied by the circuit and reduces
rectangles represent functional elements, and snits power consumption, while decreasing the number of
rectangles represent registers. Wires are oriented to siPhases reduces the complexity of the clock generation
the propagation direction of the signals. The propagat@nd distribution tasks.
delay of each functional element of this circuit i 10 determine the required schedule, we have
specified as a label on the left of each large rectanglereécently proposed in [1] two mathematical formulations,
Software pipelining has been proved to be and presented procedures to solve them. In this paper, we
powerful technique for increasing the instruction-levShow how we can transform these formulations to a
parallelism for parallel processors. It has recently peformulation of the minimum cost network flow problem.
used for optimizing clocked circuits [2, 3], where thSince this problem can be solved efficiently, this implies
input circuit is a synchronous circuit with a single-phathat our original formulations can also be solved
clock period, like the circuit in Figure 1, which has efficiently. We show that they can be solved by
period of 6 =d(v,) +d(v;) . The resulting circuit is gdlgorithms of time complexity)(n3log(r_1)) for a circuit
of n computational elements, which is the time
1: LASSO, DIRO, Université de Montréal, C.P. 6128, Centg®mplexity of the original method based on the software
ville, Montrégl, Qc, Canada, H3C 3J7. Email:{chabininpipe“ning technique presented in [2, 3]. Since the time
aboulham}@iro.umontreal.ca _ ) to market is a serious constraint during the design of
2: GRM, DGEGI, Ecole Polytechnique de Montréal, C.P

6079, Succ. Centre-ville, Montréal, Qc, Canada, H3C 3Aql.gltal systems, designing algorithms with low time

Email: savaria@visi.polymtl.ca complexity is very important. Although we have not




used a specialized algorithm to solve the new
formulations, experimental results on a subset of t
ISCAS89 benchmarks show that these formulations d Minimize ZD v
be solved much faster than the original formulation ey HE
where the same algorithm based on the simplex meth

is used. Oe,, OE, &+ sp(U) —sp(V) 2P OM(g, ) (2)

Subject to:

Oey, y O E, sp(V) —sp(u) 2d(u) —P On(e, ) (3)
4 |Functiona®Functiona)

Elementst Elements#p Figure 2 : Scheduling for reducing register
T requirements

=

;

Let 8'(u) andd (u) be the set of successors and the
set of predecessors vfrespectively. The mathematical
formulation of the dual of the formulation in Figure 2

can be written as presented in Figure 3.
Function Function |
Element# U Element#
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Subject to:

De, vHE Wy =1 (4)
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Figure 1 : Sample circuit and its directed cyclic VoS W vas) (5)
graph model. > Pyt Y Py =
The rest of this paper is organized as follow Vo3 vosw)
Sections 2 and 3 present the transformation, to Oe, (OE W, ,20,®,,20 (6)

minimum cost network flow problem, of the twg
mathematical formulations for determining schedules to

reduce register and phase requirements. Experimental
results are presented in Section 4. Section 5 concludes

the paper. From equation (4), we have that:
2 A Minimum Cost Network Flow ZD POn(e, ) B¥y,y

FormUI‘;fm,on for the Problem of is a constant. Hence, this term can be removed from the
Determining  Schedules for Reducing gpjective function. Consequently, we have that:

Register Requirements
Zm P (g, ) D¥, 3+ J
De

Figure 3 : The dual formulation of the
formulation in Figure 2.

As mentioned in Section 1, to determine schedules 0
for reducing register requirements for circuits derived M X'm'z%
using software pipelining techniques, we have developed Z] E(d(u) —P (g, ) TPy, V%
in [1] the mathematical formulation presented in Figure Y
2. In this formulation, the variables are ye,  's and tlj]seequwalent to
schedule timesy(k) of each computatlonal elenkenit MaX|m|ze ZD (d 9-POne, ) O0,
the circuit.P is the optimal clock period of the circuit.
The other parameters are as defined in Section V\T.'Ch is also eguwalent to:
Equation (2) is used to reduce the required number of M'n'm'zeDDeZ]E( POW( g,,) ~d(W) 0P,
registers. Equation (3) is equivalent to equation (1). Due

Letb, \6 (u)\ \6 (u)\ By definition ofb, and by
:joetzﬁgce limitation, the reader is referred to [1] for quatlons (4) and (5), we have that(] V.



D,
vO& (u)

z l.IJV, u

v (u)

z CDV, u

v (u)

= 8" ()l -[8"(wl =b,
With the all previous modifications, the formulation

in Figure 3 can simplified to the formulation presented in

Figure 4, which is a formulation of the minimum cost
network flow problem [8].

z Lpu,v_

vOd (u)

Vo

Since¢, , and¥,, do notappear in the objective

function, then equatiéns (12) and (13) can be removed
from the formulation. Also, the maximization of the
objective function can be transformed to:

MinimizeJ > (POW(g.)~d(w) (b, o
Oe E

With the all above modifications, the final dual of

the formulation in Figure 5 is presented in Figure 7,
which is a formulation of the minimum cost network

o 0 flow problem.
Minimize 5 ZD (POW( g ) —d(w) B, 7
|:|eU,V E . . .
Subject to: M|n|m|zeDeEDE Fuv

quov, - T Ou=b, D) Subject to:

=R ) vOo(u) Dey, yOE, €, ,*Sp(u) —55(v) 20 (9)

Deu,v[| E, q)u,vZO (8) Deu,vD £ EU’V+SO(V)—SO(U)ZO (10)

Oe, ., OE, sy(Vv) —sy(u) =d(u) —P Ow 11

Figure 4 : The simplified dual formulation of v (V) = (L) 2 A1) (& (1)

the formulation in Figure 2.

Theorem 1: The formulation in Figure 2 can be solved

Figure 5 : Scheduling for reducing the
required number of phases.

by algorithms of time complexity Glog(n)) for a
circuit of n computational elements.

Proof: The formulation in Figure 4 is a transforme
dual of the formulation in Figure 2. Hence, solving on
of them provides the solution to the other. The form
formulation is a formulation of the minimum cos
network flow problem, which can be solved efficientl
by using one of the methods in [4]. An algorithm of tim
complexity O(n®log(n)) for a network ofn nodes, to

solve that problem, can be found in [9]. 0 O
3 A Minimum Cost Network Flow
Formulation for the Problem of

Determining Schedules for Reducing the
Number of Phases

Maximize% ZD (d 9-POn(e, ) D:Du,v%
Oe, \UE
Subject to:
Dey yOE, ¢y =1 (12)

Oe, OE, W, =1 (13)

a 0
ublv, o (¢u,v_wu,v)_ z (¢v,u_lpv,u)D_
Dvm;*(u) vO& (u) &
SROMPEL T (14)
vOd (u) vOd (u)
Oe,  OE, ¢,,20,¥,,20,®,,20  (15)

To determine schedules for reducing the required
number of phases for circuits derived using software

Figure 6 : The formulation dual of the
formulation in Figure 5.

pipelining techniques, we have developed in [1] the
mathematical formulation presented in Figure 5. In th
formulation, the variables are thg,,  's and the schedy
time sy(k) of each computational elemektof the
circuit. P is the optimal clock period of the circuit. The
other parameters are as defined in Section 1. Equati
(9) and (10) are used to reduce the required humbe
phases. Equation (11) is equivalent to equation (1). D
to space limitation, the reader is referred to [1] fq
details.

Minimizeg ZD (POW g ) —d(u) D%,E
De, yUE
Subject to:
OQudV, Dy - Z o, ,=0 (16)
v38 (u) vO & (u)
Oe, OE, @, ,20 17)

Figure 6 presents the mathematical formulation P
the dual of the problem in Figure 5, whefgu) anol
o (u) are as defined in Section 2. In this formulation,
sincele, ,UE, ¢, , = ¥
simplified to:

Oudv,
v3 (u)

u v

q)u,v_ Z q)v,u:0
v (u)

f

gure 7 : The simplified dual formulation of the
formulation in Figure 5.

then equation (14) can bd heorem 2: The formulation in Figure 5 can be solved
by algorithms of time complexity (ﬁ(ng(n)) for a
circuit of n computational elements.

Proof: The same as for Theorem 1. O



4 Experimental Results

To test the effectiveness of our approach for
transforming the two mathematical formulations to &
formulation of the minimum cost network flow problem,
we have experimented these two formulations and the
new ones on a subset of the ISCAS89 benchmarks.
Results are reported in Tables 1 and 2. Columns of these
tables are as follows, the first column gives the namel4if
the circuit. The CPU times (in second), for solving the
primal and the simplified dual formulations, are given in
the second and the third columns, respectively. Tivé
fourth column gives the speedup obtained, which is
defined as the CPU time for solving the primal divided
by the CPU time for solving the dual. The LP_Solve tool
[7] (in the public domain) is used to solve the
mathematical formulations, which are automatically)
generated by a tool we have developed in [1].

Although we have not used specialized algorithnig
to solve the two dual formulations, experimental results
show that these formulations can be solved much fad@ér
than the original formulations, where the same algorithm
based on the simplex method is used. Indeed, for the ddke
of determining schedules for reducing register
requirements, a speedup ranging from 8 to 10.63 has
been obtained as reported in Table 1. A significant
acceleration has been obtained in the case of determining
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schedules for decreasing the required number of phases. CPU time for | CPU time for

As Table 2 reports, this acceleration ranges from 19.88 solving the | solving the | Speedup

to 135.21. primal (sec.)| dual (sec.)

5 Conclusions S344 0.93 0.1 9.3
Recently, we have proposed two mathematical S641 128 . 8

formulations for the problem of determining schedulgs S1423 12.14 1.39 8.73

for reducing register and phase requirements for circ(itsS5378 102.5 9.64 10.63

derived using software pipelining techniques. In this S9234 54.95 5.49 10.00

paper, we have shown that these formulations can©§13207 319.35 30.41 10.50

transformed to a formulation of the minimum cost

network flow problem. Since this problem can be solvégPleé 1: Comparison of the time to solve the
efficiently, this implies that the two formulation can algyfimal and the dual problems of determining
be solved efficiently. We have proved that they can $fg'edules for reducing register requirements.

solved with time complexit)O(n3Iog(n)), which is the
time complexity of the original method that optimizes
circuits using software pipelining techniques.
Experimental results have shown that the new
formulations can be solved much faster than the origipal

CPU time for | CPU time for
solving the solving the | Speedup
primal (sec.) | dual (sec.)

ones, although we have not used specialized algorith me344 1.32 0.06 22
for the minimum cost network flow problem. S641 1.79 0.09 19.88
S1423 21.38 0.72 29.69
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