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Abstract allow intermixing of input and output events which is the case

We present a method for verifying the realizability of a timimgTD specifications.

diagram, ensuring the synthesis of the underlying interfaddasiy previous approaches dealt with interface synthesis. The
possible. If necessary, a heuristic is introduced to remdethod of Nestor and Thomas [8] is based on behavioral syn-
explicit hidden timing constraints implied by the specificatidhesis, is limited to synchronous interfaces with linear con-

A relative schedule of output events is computed, acceptingints and might lead, for complex interfaces, to tedious

input events from the complete timing space defined bydpecifications. Furthermore, the method does not determine

assumed constraints on the environment. the adequate clock rate automatically. The well known work
by Borriello [7], based on templates, has its own limitations. It
Keywords deals only with linear constraints, and may gives rise to race
Timing diagrams, timing constraints, realizability, relatieenditions. Another approach is described in [9,11] using pro-
scheduling, synthesis. cess calculus. This method considers precedences without
quantitative temporal constraints. The recent method reported
1 Introduction in [12], developed for embedded systems, is limited to the der-

Interface design is an important aspect of the design of digitglon of a combinatorial interface transducer which ensures
microelectronic systems. This importance is growing with the connection, either by direct wires or via a combinatorial
complexity of digital circuits. In order to manage this cowircuit, between the ports of communicating circuits. In this
plexity, hardware systems are designed as distributed systerls we present an approach to the synthesis of general inter-
which require well defined interactions between the differlarte controllers from TD specifications with linear temporal
components. The communication protocol between conmgumstraints. It consists of deriving a new timing diagram from
nents is characterized by temporal constraints, henceth@eriginal one, containing all the given constraints on input
proper timing of the interface controllers is crucial. Becaasents, and all the initial constraints and some new constraints
of their simplicity, and expressiveness, timing diagrams (TDs)the output events such that the schedule of each output
are used to specify the behavior of interfaces. Our work dee¢nt depends only on its immediate parents.

with the realizability of TD specifications, and the subsequent

synthesis of interface controllers. Maximum sepafaBackground

tion[2,3,4,5,6,14], consistency[6], satisfiability[6], realizab®-1 Interface specifications

ity and causality[1] are among the most important concéptsnterfaceconsists of a set of channels calpxts serving
developed in the literature on TDs with quantitative timitayexchange information between a system and its environ-
constraints. Maximum separation determines temporal disnt, a set of rules definingpaotocol of communicatiorgnd
tances between events in the TD, and it constitutes the biasicg relationships betweeeventsoccurring on the ports.
computation on TDs that is used in other aspects of analy$is.interface behavior can be specified using timing diagrams
Consistency ensures that the given system of constraints H{a®a). An event graph EGan be associated with each TD:
least one solution. Compatibility verifies whether devices bli@ = (E,C) where the set of vertic&Scorresponds to the set
according to their TD specifications can correctly interatevents and the set of directed edges C corresponds to a set
when connected together. Authors of [1] define causalitgonstraintsC = {c; = (g, g, [lj, 4;]) Ue, § U E}. To each
property as a sufficient condition of realizability and giveeeente, we assign awccurrence timeof g denoted byt(e)

more elaborate solution to compatibility based on causalitysuoh thatl;; < t(ej) —-t(g) < u; for all g; O C. Occurrence

this work we present a new method for determining whethgéma as well as upper-bounds are supposed to be non-negative
TD is realizable. Our method can deal with concurrent caals.cj is aprecedence constrainttl;.u; >0. Otherwise, it is
straints between input and output events not allowed in §doncurrent constraintA constraint isexplicit if it figures in

and no causal partition over events is necessary, thus avofdinigs implicit if it can be deduced by some computation (e.qg.
the complexity of determining causal partitions as in [16]. Theximum separation). For a constraipt= (g, §, [lj, Uj]), §
relative scheduling used in our method constitutes a genesatialledparentof g. An event (node) is said to becanver-
zation of relative scheduling, since the assume constraintgeane eveninods if it has more than one parent.

be bounded compared to unbounded only in [10]; we Adsdalirection is associated with each event: input or output.



Denote byl the set of all input eventandO the set of all out-assignment when the environment produces the ayeat
put eventsE=100 andl n O=0. A timing constraint time 100 aftei; which it is free to do.

cj = (&, 8§, [lj;, u;]) is acommit constrainif ¢ U O, otherwise

it is anassume constraintWe denote byA (respectivelyK) the 4 Realizability

set of assume (commit) constraints olgrADK=C. A Let EG = (E, O) be an event grapl; = A K. |A| =m. Let
commit constraint is under the control of the designer, sineeHit(e,, ..., g) be a tuple of events B, and denote b(e) the

concerns an output event to be produced by the system up@gér of occurrence timet(é,), ..., t(gy). Let O be a set of

construction. dAn assume c;)nstraint Is gua_rfz_inteed by fche %rﬂVButput events which constitute the source events for con-
e e P eshc separeion Wi s 0,= (& 101 04, (05| =g Forcach con
8 9 o v . straint ¢; A (respectivelyK), we write §; =t(g) - t(g)
the system formed by all timing constraintsdnthe assume( = 1(e) - t(e)). The interval [, u] is denoted by, we
constraints irA and the commit constraints ki respectively. Vi g -1& . A UK
haved; [ 1; for linear constraints. We denote dyhe vector

3 Timing analysis of &; corresponding to ad; in A.

Analysis of the timing behavior of the interface is crucial {9gfinition 2 A functionf from (R")" to R is a causal func-

two purposes. First, for interface verification, to check if i if and only if it is a constant function or for each veator
implemented circuit satisfies all timing requirements, so tgaé( ) 0 (R")" there exist a variablg in x such that
all output events will be produced within the time intervaly ~ "’ *n .

required and expected by the circuit's environment. Sec a%,‘ i

for synthesizing digital circuits, to determine delays witfff@mples of causal functions are the functiomsandmax

which output events must be produced. Definition 3 A function h from Og to R* is causal if there

exists g causal functiorigfrom (R")™ to R"such that for each

3.1 Maximum separation . _ . .
A separation times the difference between the occurren%\é?mok 00y (k=1...., q), we have Itf) =fi(t(i)) wherei

times of a pair of eventssj(: t(ej) - t(g)). The computation of~ (i1, s im)- _ _ _

the maximum separation times between events in a timing Hig. SPace of the occurrence times of the input events which
gram does not take into account the nature of events (inp{fHECt the assume constraints may depend on the occurrence
output) but only the system of constraiS-G Several a|g0_t|mes chosen for the output eventsQg Hence the possible
rithms have been developed for computing the maximum ¥aples ofg; depend on these choices. Given tifa = h(o),
aration. The complexity of these algorithms depends onvthereh(o) = (h(0y), ..., h(oy)), we denote byg, the space of

type of the timing constraints allowed[2][3][6,7][13][14]. , _ s

An event graph is said to hight if the bounds of each con‘f-:III possible values of the vectdrs, = {30 |;| Iiifor cj A
straint correspond exactly to the maximum separation ony Be8_A s consistent}.

whole event graph. Definition 4 An event grapleG = (E, C) is said to beealiz-

. ableif and only if: There exists a causal functiofrom Og to
3.2 Consistency

Definition 1 [6] An event graph(E, C) is consistent if andR’ such that(0) = h(0), 0= (0, ..., 0g) the vector of events
only if the set of n-tuplest(gy), ..., t(e,)) satisfyingC is not in Oswith S, # 0, and0 8 0 §,, the systemGS-K) is consis-
empty. tent.
Note that consistency does not take into account the nature of
the events. This does not guarantee that a given specificE#@mple of realizable TD Consider the event graph of Fig-
is implementable. In the example of Figure 1, we can asdign2 (without dashed edges). We have:
an occurrence time to each event such that all given &A= (10<9; <20)0(10< 8, < 30) O(t(ip) = t(0g) + 87) O
straints are satisfied. For examplei ], t(i-), t(01), 1(00)) = (t(i3) =t(04) + 3,).
(0, 10, 10, 30) is a solution. But we cannot find any possb®K = (16y; <60) O (20<y,<50) O (10<y;<30) O
(10sy,<30) O (10sy5<20) O (40<yg<60) O
(20=y7,<70) U (t(01) =t(iy) +y1) O (o) =t(ip) +v2) U
(t(03) = t(01) + y3) L (t(04) = (1) + V4) L (t(04) = t(02) + Vs)
0 (t(05) = t(ip) + ve) L(t(05) = t(ig) + y7). Os= (03, 0y).

) Let us choose the functidnsuch that: tf3) = t(i;) + 90 and
Figure 1 Example of consistent but not realizable event

graph t(oy) = t(i)) + 70. §,= {60 r| Iijfor cj A | CS-Ais con-
ij




sistent = [10, 20] % [10, 30]. (i3,i0), we getsz, =40 andsy3=40 computed oveEG’,

We must now verify if for alb U §, we can findy; such that whereas from the equation (1) we should hsye= 40 and
CS-Kis satisfied. If we takg, = 60,y,=50,y3=40,y4= 10, s,,=30.

Vs=20, we get 1§5) = t(iy)+0,+100+ys =

t(i,) + &, + 70+ y;. We must choosg; andy; such that y; - B. Realizability and local consistency relationship

Yo =0, - 8, + 300 [10, 40]. For all30 S, we can alwaysIn this section we study the relationship between the local
find y, O [30, 70] andyg O [40, 60] such tha€S-Kis consis- consistency of event graphs and the realizability of timing dia-

. . grams.
tent. So the event grafiiG is realizable. Definition 6 (Constrained Event Graph) An event graph

EG; = (E;, A; O Ky) is a constrained event grapgbEG) of an

@ [10,20]
t 8 "\ [;10160] event graph EG,= (B, A 0Ky if Ej=Ey A=A,
6

™ [40,20] @ K, = {K, with restricted intervalls 0 {set of additional com-

mit constraint}.

Theorem: (Realizability of EGs)Y An event graph
EG = (E, C)is realizable if and only if there exists at least one
Figure 2 Examplel locally consistent constrained event grapRG associated
with it.

4.1 Verification of realizabili
R4 C. Finding a locally consistent constrained event graph

angt of an_tc)elvent,l by e|t|r|1er th? en \:|ronf;n e’?t or thets);gtg 'case when akG does not verify local consistency, some
Is not possible unless all constraints affecungre satisfie judicious modifications can be done to the commit constraints

and this is for all the possible occurrence times of past ev‘lfg%ake it locally consistent. The problem is thus reduced to

!_pcal consistencdefined in the follpwing subsection) is V?Eetermining which commit constraint to modify and/or to add,
ffied fort all con\;grgentce tEOdeS' tlf It doe?_ n:tt hold, We_f'%ﬁtﬁout altering the given assume constraints nor causing any
suggest corrections to he system or ftighten commi (iﬂﬂfng inconsistency. Figure 2 illustrates the different possi-

straints to obtain the local consistency property. bilities. o does not verify the local consistency property, we
should enforce the implicit assume constraint betvigeg to
A. Local consistency be in [-30, 40]. To obtain this condition we look among the
We suppose that all constraints are tight. The set of constr8}ft8ts in the graph for a candidate new commit constraint
induces a partial order on the events, from which we ¥4ich could be in this casgs(0, [-40, 20]). Suppose without
obtain a total order. Let us consider the last convergence Hsgeof generality, that the implicit assume constraint to be
z according to this total order with two pareejsande, and enforced is betwees, ande, with interval [m, M], and an
constraints é; , z,[my, M4]), (€, ,[My,M,]). The firing time output evento, is a parent ofe, with a constraint
of z must satisfy: m;<t(2)-t(e)<M; and my<t(2)- (O €, [Mp, My]) such that the commief, oy, [I, U]) is to be
t(e,) < M,. This implies the following condition on the sepadded, then such commit should verify the following condi-
ration times; , betweere; ande,: tion:

m; - M25312:t(92)'t(91)5|\/|1-m2 (1) u+tMy, <M and msl+m1 (2)

By examining recursively the different sub-graphs, we obtain
the sub-graph containing{ 0;, 05, 04}. 04 is not locally con-

Definition 5 (Local consistency) Let EG =(E, C) be an sistent, but we can add a commit constrasat &y, [-10, 20])

event graph. Let be the last node &G, andP(2) a set of its )
parents inEG. Let EG' = (E’, C'), where E' =E\{Z}, and 0 €nsureit.

C' =C\{(g, z[l, u]) OC}. zislocally consistenif and only if \qorithm for findi ocall istent ) h
. . . . Algorithm for finding a locally consistent event graph:
P@) is a singleton o] e;, & [0 P(2) the maximum separatio tep1.: tighten the event graph

time s, of ), e, (respectivelys,; of e,, ;) computed over /* warnings are generated on each eventual modification of

EG’ is less than or equal to the maximum separation sieassume constraints*/
. . | I Step2: sort the list of convergence nodes in a reverse topological order
(sp1) computed overdy, e, zZ. EG is said to be locally CONgen3:

sistent if the last evert and the sub-grapBRG’ are locally for eachconvergence node
consistent. {determine its parents

Example' Consider the event gralﬁ@ of Figure 2, o5 is the for eachpair of its parentdo recursively /* by a depth-first search */
) 'S {verify the local consistency condition

last event and is not locally consistent. The parents; afe if the condition holdthen continue



else ifa commit constraint can be addken {add the commit |ocal consistency property for all events in the timing diagram.
Conf”a'f’_" O"I"”d “pda_tte the 't'SI_OI CO{?Ver_gence ”‘:,des}z This technique can be used to generate a proposition of modi-

elseffind a commit constraint satisfying equation (2)  gieation for a non realizable timing diagrams. We derived a
update the list of convergence nodes} . . . ..

} synthesis method for interface controllers starting from timing
} diagram specifications with linear constraints. This method is
5 Synthesis and Experiments based on a relative scheduling of output events from its imme-

When the local consistency property holds for all convergetdiiege parents. Such a method of scheduling has the advantage

nodes, the next step is to compute a relative schedule fafalenerating minimum offset delays for ALAP scheduling,
output events. It can be shown that ALAP relative schedrld it constitutes a generalization of relative scheduling.

[10] with respect to the parents is a realizable schedule. For

the example of Figure 2 (with the dashed edges includedReferences

realizable schedule is derived as follows: [1]
t(oq) O [10, 60],
t(oo) = min(t(i;) + 50, t(o1) + 20), 2]
t(og) = min(t(o,) + 40,1(i3) + 10),
t(04) = min(t(o,) + 20, t(0y) + 30), Bl
t(0s) = min(t(i,) + 60, t(i3) + 80). 4]

The algorithm for local consistency was implemented using
CLP(BNR) Prolog [15] which is a constraint logic program-
ming system. We have done experiments with a numbe[rs]of
interface specifications such as the interface oZ8%C0008
CPU memory write cycle (Figure 3). The clock cycle used is
of 125ns. The event graph established for the write operatfdn,
without wait signal, have 13 vertices and 21 edges. We get a
constraints system with 5 assume and 16 commit constratiﬁts.
A commit constraint must be added betwegand g with an
interval of [-oo, 55]. -
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MREQ\ [11]
WR\ [12]
Data
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Figure 3 Memory write TD for Z84C0008 CPU
The following ALAP relative schedule for the output events
can be used to implement the controller: [14]
t(o) =t(iy) +80,  t(oy) =t(ig) + 80, t(og) = t(i,) + 60,
t(04) = t(ig) + 60,  t(0s5) =t(ig) + 60,  t(0g) =1t(is) + 60,
t(o7) = min(t(i,) + 115,t(i3) + 55), and(og) = t(is) + 70. [15]
The relative scheduling is given in time units. A method simi-
lar to [16] can be used to produce schedules in terms of disk
cycles.

6 Conclusion
We presented a heuristic method to determine if a timing dia-
gram is realizable. It is based on checking the satisfaction of
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