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Abstract

We introduce a new method for scheduling under real-time constraints that is suitable for synchronous system
implementations. The input specification is in the form of timing diagrams in which the occurrence times of signal
transitions or actions are related by linear  constraints, expressing the assumptions on the input actions (the environment)
and the commitments on the output actions. Provided that the specification is causal, we give an algorithm for deriving
ASAP and ALAP relative schedules for the output actions. We then present a new algorithm for determining whether a
given clock period is correct. Based on a schedule and a valid clock period, we transform the specification into a discrete-
time relative schedule. Such a schedule serves as the basis for implementing a synchronous state-machine controller.
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1 Introduction
High-level synthesis of digital hardware for real-time applications [10, 22], as well as the synthesis of interface

transducers and controllers [2, 4, 11, 12], require to perform scheduling of actions and operations under explicit real-time
constraints. In [22], operations with unknown duration were modeled using unbounded delays from the start of such an
operation to the start of any successor operation that depended on it. Linear timing constraints were used to restrict the
occurrence times of operations relative to each other. Since linear constraints may impose restrictions on the time
separation of the anchor operations, thus making the specification unrealizable for all possible durations of the anchor
operation, the authors of [22] defined the so-called well-posedness condition of the timing constraints of the specification.
In interface transducer synthesis, the situation is to some extent similar, in that events are constrained by timing onstraints
(linear, latest, and earliest) [4, 7]. Here, events usually represent signal transitions or enabling situations for data to appear
on busses. The synthesis has, however, much in common with the problem of scheduling under real-time constraints used
in high-level synthesis.

In this paper, we describe a relative scheduling method for specifications inspired by timing diagrams as formalized
in [14, 15, 19, 21]. In summary, the main distinguishing charactersitics of our approach are as follows:

- Instead of dealing with operations (that have duration) and signal transitions (events), we consider only
instantaneous actions. These then can be used in pairs to delimit the start and the end of an operation, or to model
individually some specific events or signal transitions in the system. This approach has been quite effective in modeling
systems using (real-time) process algebras.

- We explicitly distinguish output (or internal) actions whose occurrence time is under the control of the synthesized
device, and input actions whose occurrence time is controlled by the environment. In both cases, the occurrence time of
an action may be restricted by the occurrence time of some preceding actions (input or output). We allow linear, latest
and earliest type of timing constraints, however, in this paper we consider only linear constraints, since these are the
source of noncausality in TD specifications and require special techniques for deriving schedules.

- To provide means for describing timing assumptions that can be made on the occurrence time of input actions, and
the limits on the reaction time of the output actions, we distinguish two kinds of timing constraints, assume and commit,
respectively. This allows to state what assumptions are made on the environment and then take this information into
account during synthesis (assumption-based reasoning); this is more realistic than assuming that any duration of, say, an
input operation is possible [22].

- Allowing finite assumption constraints requires a generalization of the well-possedness condition of the system of
constraints. We have recognized this in the context of interface specifications and their compatibility verification [15] as a
problem of causality. Causality conditions allow us to use a more complex structure of a specification than in [22] such
that the input and output actions can be intermixed as in timing diagrams.

The contributions of the present paper are:
- A method is presented for deriving a relative schedule for output and internal actions, relative to the so-called

trigger actions [15]. We can guarantee the existence of the  schedule only if the specification is causal.
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- The timing constraints can be given in dense time (the reals), however, hardware implementation is often carried
out using synchronous design techniques where all operations are synchronized to a common clock of period C. We
present a method for verifying that a period C is valid,  and  then produce a discrete-time relative schedule for the output
actions in which the time unit is the clock tick. Such a schedule can be used in existing synthesis methods, e.g., [10, 22].

This methodology is centered around the so called Hierarchical Annotated Action Diagrams (HAAD) [17, 18]. Leaf
diagrams correspond to the timing diagrams used as the basis for synthesis in this paper. The hierarchical diagrams form
more complex behaviors using composition operators over leaf and other hierarchical diagrams. The operators are
inspired by process algebras (parallel with causal rendez-vous communication, concatenation, loop, delayed choice, and
exception handling). All diagrams can also be annotated by VHDL procedures, variables, and predicates. For a useful
subset of this specification language we have defined the formal semantics and provided axiomatization [19], including
conversion to a normal form that can be used to transform the specification to a network of Timed Automata for
verification using existing tools. Furthermore, the verification of causality and compatibility on leaf-level diagrams can
be efficiently carried out using Constraint Logic Programming based on Relational Interval Arithmetic [20, 21].

The paper is organized as follows: Section 2 introduces basic concepts about timing diagrams, causality, and
scheduling. Section 3 describes the determination of a valid clock period and the derivation of a discrete-time relative
schedule; it also contains a complete example.  Section 4 concludes the presentation.

2 Background Information

2.1 Timing diagrams and the causality property
In this section, we introduce some background concepts about timing diagrams, event graphs of timing diagrams, and

the causality property [15, 17].
Definition 1: There is a global time variable T that increases monotonically. The current time  is the value of the

variable T. Initially, the global time variable is reset to some real value τ. Let  E = {e1, e1, …, en}be a set of events. A
time-stamp variable ti  is associated with each event ei;  ti = x means that ei  occurs when the value of the time variable T

becomes x. Current time and time stamps take on finite, possibly unbounded, real values.
Definition 2: Let E = {e1, e1, …, en} be a set of events. cij = (ei, ej, [lij, uij]) represents the constraint lij ≤ tj -ti ≤ uij  on

the separation between the  occurrence times of ei, ej ∈ E. We call ei   the source and  ej   the sink of the constraint. A
constraint cij = (ei, ej, [lij, uij]) is a precedence constraint if uij ≥ lij > 0, and a concurrency constraint if uij ≥ 0 ≥ lij.

Let Ein ⊆ E the set of all input events, and Eout ⊆ E the set of all output events, Ein ∩ Eout = ∅, E = Ein ∪ Eout

Definition 3: A timing diagram TD = (E, C) is determined by its set of events E  and the set CS of constraints over
E. A constraint cij = (ei, ej, [lij, uij]) ∈ C  such that ei  and ej are of different directions must be a precedence constraint.

The constraints in CS have one of two possible intents. It is an assume constraint if the sink is an input  event;
otherwise it is a commit  constraint. Assume constraints delimit the expected or assumed behavior of the environment,
while the commit constraints define the limits on the occurrence times of the output events. In other words, the device
implementation must satisfy the commit constraints, provided that the environment satisfies the assumptions.

Definition 4: Consider a timing diagram TD = (E, C) with cij = (ei, ej, [lij, uij]). The event graph  ),( gEVEG =  of

TD is a directed weighted graph where the vertex set V is E, and for each constraint Culeec ijijji ∈= ]),[,,(  in TD, there

are two edges in Eg, (ei, ej) labeled by uij, and   (ej, ei) labeled by -lij;  the label is called the weight of the edge.
An edge (ei, ej) in EG labeled by weight wij  represents the constraint ijij wtt ≤− . That  is, a two-sided constraint in

TD is represented by two one-sided constraints in EG.
Example 1: Figure 1(a) shows a TD where Eout = { e1, e3}, Ein = { e2, e4}. The constraints (e1, e2, [l12, u12]) and (e1, e3,

[l13, u13]) are assume constraints, the other two are commit constraints. Its corresponding EG is given by Figure 1(b).
A ssum e
C om m it

[l12, u 12] [l24 , u 24]
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e1 out

e 2 in

e3 in

e4 out

-l12

u1 2

-l24

u 24

-l13

u 13

-l34

e2

e 1

e 3

e4

(a) (b)
Figure 1: (a) Sample Timing Diagram TD    (b) its corresponding Event graph.



3

A path p(ei, ej) in EG from ei to ej   is a sequence of edges (ei, ej1)(ej1, ej2) … (ejk-1, ejk)(ejk, ej).  A cycle is a path p(ei, ei).
The weight of a path is the sum of the weights of all edges along the path. The shortest path from ei  to ej  is the path

whose weight is the smallest from among all the paths from ei  to ej. The constraint system CS  is consistent if there is no
cycle with negative weight in EG,  otherwise CS is inconsistent [3].

An event graph can be checked alone for consistency which is a minimal form of realizability [3, 14, 15]. It assures
that the constraint system CS has a solution and thus an occurrence time can be assigned to every event. As pointed out in
[14, 15, 17], the notion of consistency of the event graph of a TD is insufficient for constructing correct implementations.
In fact, inconsistency is a special case of non-causality. We now introduce causal TDs [15, 17]:

Definition 5: In an EG, the maximum separation time from event ej to event ei is defined as max (ti - tj), where ti and
tj satisfy the TD constraints [9]. If max (ti - tj) < 0, then event ei 

  strictly precedes  event ej. It is well known that the
maximum separation from ej to ei is the shortest distance from ej to ei in EG [3].

We describe next the execution semantics of the model underlying a TD specification. They are based on the notion
of a block of events.

Definition 6: Consider the event graph EG of a timing diagram TD = (S, E, C). Let  {EBi} be  a partition over the
event set E = ∪EBi, EBi ∩ EBj = ∅, ∀i, EBi  ⊆ Ein or EBi  ⊆ Eout. Each EBi is called an event block.

Let   Eij = {ek ∈ EBj | ∃ el ∈ EBi such that there is an edge from ek  to el  or from el  to ek}, i.e., Eij contains all events
from EBj related by a constraint to some event in EBi. The block  EBj is the predecessor of the block EBi, denoted by
EBj = pred(EBi), if events ej ∈ Eij strictly precede all events ei ∈ EBi, i.e., max (tj -ti) < 0.  In this case, the events in Eij  are
called the triggers of EBi  in EBj. The local constraints of EBi  are those constraints of CS that (1) relate pairs of events in
EBi  or (2) relate events in EBi  to its triggers. The partition { EBi }must also satisfy the following property:

Property 1: For all pairs of blocks EBi, EBj ∈ { EBi }, if Eij ≠ ∅, then either EBi = pred(EBj) or EBj = pred(EBi). In a
consistent CS, the relation pred induces a partial order (<) over blocks.

An event block EBi is enabled when all its trigger events have occurred. EBi becomes enabled at time t  if the last
trigger(s) occurred at t. An enabled event block EBi  is fixed when the occurrence times of all its events are assigned a
value such that the local constraints of the block are satisfied, given the occurrence times of the triggers. If no such
assignment exists then the block cannot be fixed.

Definition 7: A partition { EBi }of EG is causal iff it satisfies Property 1 and every event block can be enabled and
fixed. A TD is causal if its EG has a causal partition.

Theorem 1 ([15, 17]): A TD is causal iff for each pair of triggers of each block the maximum separation between the
triggers as computed using the local constraints of the block is strictly greater than the maximum separation of that pair
computed over the entire EG.

In the rest of this paper, we assume that all TDs are causal with a partition { EBi }.

2.2 Scheduling of events under TD constraints
In the preceding section, we introduced two kinds of constraints in TDs: assume and commit. We can schedule only

the output events controlled by the commit constraints, since the input events related by the assume constraints are
controlled by the environment. In this section, we present scheduling algorithms for output events of a causal TD. Some
of the concepts introduced here are similar as in [10, 22].

Definition 8: A schedule of a TD is a function that assigns an occurrence time to each output event such that all
commit constraints in the timing diagram are satisfied, given any occurrence times of the input events satisfying the
assume constraints and the occurrence times of preceding output events. Such an assignment of occurrence times is called
a valid assignment.

We first describe a method to fix an output block, assuming that all its triggers have occurred. The complete schedule
for a causal TD can then be obtained block by block, following any total order derived from the partial order between
blocks (Section 2.1).

Consider a block  EB = {ei} with its trigger set  Tr = {Trj}, and let the occurrence time of trigger Trj  be Tj. The
occurrence times ti of events ei ∈ EB is a function of Tj given by the local constraints of EB:  ikikki wttw ≤−≤−  and

jijiij wTtw ≤−≤−   Let σjk be the  shortest distance from Trj to ek, and σkj 
 the  shortest distance from ek  to Trj.

Lemma 1:
(1) For any event e1∈ EB and a trigger Trj  of EB the following relations hold: -w1j   ≤ σj1 ≤ wj1  and  -wj1   ≤ σ1j ≤ w1j,
where wj1  and w1 j  are the weights between  e1 and Trj .

(2) For any two events e1 and e2 in EB, and an edge from e1 to e2 with weight w12, the relations σj2 ≤ w12+σj1  and  σ2j ≤
w21+σ1j  hold.
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Proof:
(1) This follows directly from  the definition of the shortest path σj1 ≤ wj1  since wj1  is a path weight, and in a

consistent constraint graph we must have σj1 + w1j ≥ 0 (no negative cycle), similarly for σ1j.
(2) Suppose that σj1 + w12 < σj2. Therefore, the shortest distance from Trj to e2  is not σj2 because the path underlying

σj1  and the edge from e1 to e2 form a shorter path - contradiction. Q.E.D.
Lemma 2: In a causal TD, for all events ei ∈ EB, its triggers and the local constraints of EB, the following holds:

}min{}{max jij
TrTr

ijj
TrTr

TT
jj

σσ +≤−
∈∈

, where Tj is the occurrence time of trigger Trj.

Proof: Let Tr1 and Tr2  be any two triggers of EB  and ei ∈ EB. σ1i + σi2  is the distance of the shortest path from Tr1

to Tr2  using local constraints of EB   and passing through ei. Since the system is causal, by Theorem 1, we have T2 - T1 <
σ1i + σi2, which induces the condition T2 - σi2 < σ1i + T1. This holds for any pair Tr1, Tr2; therefore,

}min{}{max jij
TrTr

ijj
TrTr

TT
jj

σσ +≤−
∈∈

. Q.E.D.

Proposition 1: For all  events ei  ∈ EB and all triggers TrTrj ∈  of EB, the following holds:

 }min{}{max jij
TrTr

iijj
TrTr

TtT
jj

σσ +≤≤−
∈∈

.

Proof: For any trigger Trj 
 and event ei, ti - Tj ≤ σji, i.e., ∀Trj ∈ Tr, σji + Tj ≥ ti, hence   }min{ jij

TrTr
i Tt

j

σ+≤
∈

. We can

prove the other half of the inequality in a similar fashion. Q. E. D.
Corollary 1: For all ei ∈ EB, }min{ jij

TrTr
i Tt

j

σ+=
∈

  is a valid occurrence time assignment. So is }max{ ijj
TrTr

i Tt
j

σ−=
∈

,

i.e., either min or max is used for all ei, but not mixed within one block, in general.
Proof: We need to prove that for any trigger Trj, and any pair of events e1 and e2,  the following conditions are

satisfied (1) t2 - t1 ≤ w12, and (2) t1 - Tj ≤ wj1  and Tj - t1 ≤ w1j.
We first prove (1). Since }min{ 11 jj

TrTr
Tt

j

σ+=
∈

, there exist triggers Tra and TRb such that

}min{ 111 jj
TrTr

aa TTt
j

σσ +=+=
∈

 and }min{ 222 jj
TrTr

bb TTt
j

σσ +=+=
∈

. Based on the definition of t1 and t2, we have

 Ta + σa1 ≤ Tb + σb1

Tb + σb2 ≤ Ta + σa2, and then
t2 - t1 ≤ [Ta + σa2] - [Ta + σa1] =  σa2 - σa1 ≤ w12, and
t1 - t2 ≤ [Tb + σb1] - [Tb + σb2] =  σb1 - σb2 ≤ w21, both by Lemma 1.
Hence, (1) is proven. Next we prove (2). Let Trj  be an arbitrary trigger of EB.  Since }min{ 111 jj

TrTr
aa TTt

j

σσ +=+=
∈

,

we have ∀Trj, Tj + σj1 ≥ t1. By Lemma 2, jjjj
TrTr

TTt
j

111 }{max σσ −≥−≥
∈

. Hence, Tj - σ1j ≤ t1 ≤ Tj + σj1 ). It follows that

t1 - Tj = [Tj + σj1 ] - Tj =  σj1 ≤ wj1, and Tj - t1 ≤ σ1j ≤ w1j Q. E. D.
Definition 9: Denote the  shortest distance from ek to  Trj  as - σS(ek, Trj) = σkj and be the  shortest distance from Trj to

ek as σL(ek, Trj) = σjk.  The time interval )}],({min)},,({max[ ji
L

j
j

ji
S

j
j

TreTTreT σσ ++   is called the feasible interval of

ie , denoted by ],[
ii ee LS . Moreover, 

ieS  and 
ieL  are called the as-soon-as-possible (ASAP) and the as-late-as-possible

(ALAP) types of relative schedules of the output events, respectively.

3 Discrete-Time Schedules
We discuss here the conversion of the dense-time TD specification into a set of discrete-time relative schedules that

can be implemented using sampled input synchronous finite state machines synchronized by a clock of period C. Such a
machine can be used as the interface controller between the environment and a synchronous device that runs from the
same clock as the controller, or as a controller in high-level synthesis under real-time constraints if the events of a TD
represent the activation and deactivation of some high-level operations. Figure 2 illustrates a sampled input synchronous
FSM. We will give an algorithm to determine whether a clock period of the FSM is valid for implementing the controller.
Then, we shall present an algorithm for translating the timing diagram specification into its scheduled version in discrete
time where the time unit is a clock tick.
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Combinational
circuit
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inputs  (P. I. )
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outputs
(P. O. )

next
s tate
(N.S.)
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s tate
(P. S. )

Synchronizer

clockclock

clock

Figure 2: A sampled input Moore FSM.
Since in general the inputs are not synchronous with the FSM clock, they must be first synchronized. We assume that

the simplest synchronizer is used, consisting of a synchronous sampling register that introduces a one-cycle delay. The
proposed solution can be adapted to the case where a more complex synchronizer that introduces a delay of k > 1 cycles
is used. In order not to miss any input signal transitions, we must make sure that the clock has a sufficiently short period
to sample the input signals between any two consecutive changes as defined by the assume constraints of the TD. For
controlling the output signals in time as specified by the TD, we also place a register at the outputs so as to have better
control over the combinational output delays. Due to this register, any output change must be scheduled at least one clock
cycle after detecting the last trigger event.

The inputs to the FSM are the sampled input values. It means that input events must be determined by examining the
difference between consecutive sampled input values. Even though we can thus detect the occurrence of input events, we
cannot determine their exact occurrence times; it is within some time interval determined by the TD and the clock period.
In the next section we show how to find this interval  and how to  determine whether a given clock period is valid.

3.1 Clock Period Determination
In the method introduced in [11], the clock period is specified by the designer, and the tool is to verify that the period

is consistent with the constraints. However, there is no algorithm given to do that. A similar problem exists in [13] where
the synthesis of timed VHDL processes is discussed. In [18], to determine if C is valid, the state machine of  the
controller must be constructed first. This complex synthesis task thus must be carried out to find out that the solution is
infeasible. In addition, the method cannot handle linear assume and commit timing constraints. In our approach, the
validity of C is determined by analyzing the timing constraints only.

Recall that an event block  },,{ 1 neeEB L=  has a trigger set Tr = {Tr1, Tr2, …, Trm}. An occurrence time

assignment to events of an event block is a function that determines the value of each ti  such that all the local constraints

of the timing diagram are satisfied given the occurrence times of the triggers of the block. To determine that a number C
is a valid clock period, we have to check whether there is an occurrence time assignment that satisfies all the constraints
with respect to C. We thus consider the following two questions: (1) Determine if C is a valid clock period, and (2) find a
discrete-time schedule in which the unit of time is C. Based on the solution to (1), we can use a binary search to find the
largest valid C.

Every true trigger occurrence time has an associated sampling time at which it is detected. Let jT
~

 be the sampling

time of Trj 
 whose real occurrence time is Tj. The true trigger time and the associated sampling time must satisfy the

following set of constraints, where Tri and Trj  are arbitrary triggers.

CmT jj =~
, 0>jm  is an integer (1)

CTT jj <−≤ ~
0 (2)

jijiij wTTw ≤−≤− (3)

Relation (1) means that the sampling time of triggers can only happen at multiples of the clock period, Relation (2)
states that the difference between the sampling time and the real time of a trigger is in the interval [0, C), and Relation (3)
constrains the difference between two different trigger occurrence times to be in the intervals as given in the event graph.

Definition 10: The set of possible true trigger times associated with each sampling time is

};
~

0|],,{[ 1)
~

,,
~

( 1
jiijijjjmTT wTTwCTTTTS

m
≤−≤−<−≤= L

L

. Let jTT
T

m )
~

,,
~

( 1
max

L

 be the least value such that for any
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)
~

,,
~

(1
1

],,[
mTTm STT

L

L ∈ , jTTj TT
m )

~
,,

~
( 1

max
L

≤ . Similarly let jTT T
m )

~
,,

~
( 1

min
L

  be  the greatest value satisfying

jTTj TT
m )

~
,,

~
( 1

min
L

≥ .

Example 2: Consider the event graph shown in Figure 3 and assume that each event is on a different port. Let Tr1

and Tr2  be  input events and O an output event.  Without loss of generality, we can assume that the sampling time of the

input Tr1  is 1
~
T = 0. Let C= 3. The sampling times of Tr2 can be 2

~
T =3, 6 or 9, relative to 1

~
T =0.

Tr1

Tr2

O
14

-11

7
-5

8

-5

Figure 3: Event Graph of Example 2

For 1
~
T  = 0 and 2

~
T  = 3, the true trigger times  T1 and T2 satisfy 75 12 ≤−≤ TT  (from (3)), and 03 1 ≤<− T  and

30 2 ≤< T  (from (2)). The associated true trigger time set is ,75|),{( 12213,0 ≤−≤= TTTTS  ,03 1 ≤<− T

}30 2 ≤< T  with 3max 2)3,0( =T ,  min(0,3) T2= 2, 1)3,0(max T  = -2, 1)3,0(min T  = -3.

Similarly, for 0
~
1 =T  and 6

~
2 =T , the true trigger time set is ,75|),{( 12216,0 ≤−≤= TTTTS  ,03 1 ≤<− T

}63 2 ≤< T . Therefore, 6max 2)6,0( =T  and 3min 2)6,0( =T .  1)3,0(max T  = 0, 1)3,0(min T  = -3.

Finally, for 0
~
1 =T  and 9

~
2 =T , the true trigger time set is }96,03,75|),{( 2112219,0 ≤<≤<−≤−≤= TTTTTTS ,

yielding 7max 2)9,0( =T  and 6min 2)9,0( =T , as shown by the triangle GFE, 1)3,0(max T = 0, 2)3,0(min T  = -1

Since scheduling the occurrence time of any output event },,{ 1 ni eeEBe L=∈  can be done only in multiples of C

relative to the sampling trigger times, we use ˜ t i   to represent the synchronized occurrence time of the outputs. The

following must hold for any trigger },,,{ 21 mj TrTrTrTr L∈ :

CkTt jiji += ~~ (4)

This states that all the possible trigger times in )
~

,,
~

( 1 mTTS
L

 share the same schedule for the output events; moreover,

the time difference between the output event and the sampling time of the triggers is a multiple of the clock period. It
follows from (4) that  for any two output events e1 and e2,  12

~~ tt − is divisible by C. The constraints 1212
~~ wtt ≤−  can thus

be modified as  CCwtt /~~
1212 ≤− ,   i.e., the weight w12  can be changed to  CCw /12 .

Finally, the local constraints of the block must be satisfied. For any output events e1 and e2, and any trigger jTr , the

following relations must be satisfied:

 CCwtt /~~
1212 ≤− (5)

111
~

jjj wTtw ≤−≤− (6)

Based on the results of output scheduling (Proposition 1), for each trigger time jT  such that )
~

,,
~

(1
1

],,[
mTTm STT

L

L ∈ ,

the possible occurrence time assignments to an output event e1  must thus be in the interval

)}],(min{)},,({max[~
111 j

L
j

j
j

s
j

j
TreTTreTt σσ ++∈ .

Therefore if C  is to be a valid clock period, then for each output event e1 , we have

)}],(min{)},,({max[~
11

],,[
1

)
~

,,1
~

(1

j
L

j
j

j
s

j
jSTT

TreTTreTt

mTTm

σσ ++∈ ∩
∈

L

L

,

where ∩  is the intersection of intervals defined as [a,b] ∩ [c,d] = [max(a,c), min(b,d)]. If  max(a,c) > min(b,d) then
[a,b] ∩ [c,d] =∅.  It follows that

)](),([)}],(min{)},,({max[~
1)

~
,,

~
(1)

~
,,

~
(11

],,[
1

11

)
~

,,1
~

(1

eLeSTreTTreTt
nn

mTTm

TTTT

def

j
L

j
j

j
s

j
jSTT

LL

L

L

=++∈ ∩
∈

σσ

where 
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)},(}{max{max)}},({max{max)( 1
],,[

1
],,[

1)
~

,,
~

(
)

~
,,1

~
(1)

~
,,1

~
(1

1
j

s
j

STTj
j

s
j

jSTT
TT TreTTreTeS

mTTmmTTm
n

σσ +=+=
∈∈

LL

LL

L

)},({maxmax 1)
~

,,
~

( 1
j

s
jTT

j
TreT

m
σ+=

L

,  for any )
~

,,
~

(1
1

],,[
mTTm STT

L

L ∈ , jTTj TT
m )

~
,,

~
( 1

max
L

≤ , and

)},(}{min{min)}},({min{min)( 1
],,[

1
],,[

1)
~

,,
~

(
)

~
,,1

~
(1)

~
,,1

~
(1

1
j

L
j

STTj
j

L
j

jSTT
TT TreTTreTeL

mTTmmTTm
n

σσ +=+=
∈∈

LL

LL

L

.

)},({minmin 1)
~

,,
~

( 1
j

L
jTT

j
TreT

m
σ+=

L

, for any )
~

,,
~

(1
1

],,[
mTTm STT

L

L ∈ , jTTj TT
m )

~
,,
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Proposition 2: Given a set of sampling times }},,{|
~

{ 1 mjjj TrTrTrTrCmT L=∈= , if for all output events ei, the

relation

)( /)( )
~

,,
~

()
~

,,
~

( 11
iTTiTT eLCCeS

mm LL

≤



   (7)

is satisfied, then the set }| /)({ )
~

,,
~

( 1
EBeCCeS iiTT m

∈





L

 is a valid ASAP occurrence time assignment for the events in

the output event block. If (7) does not hold, then  there is no occurrence time that satisfies all the constraints.

Proof: If )( /)( )
~

,,
~

()
~

,,
~

( 11
iTTiTT eLCCeS

mm LL

>



 , then  no value in the interval )](),([ )

~
,,

~
()

~
,,

~
( 11

iTTiTT eLeS
mm LL

 is

divisible by C.  Therefore, in this case, there is no valid occurrence time assignment for ei as a multiple of C relative to
the sampled occurrence times of the triggers.

Note that the ASAP schedule expressed in clock cycles must be greater or equal to one, to take into account the delay
introduced by the output register.

Suppose now that (7) holds. We need to prove that the set }},,{| /)({ 1)
~

,,
~

( 1
niiTT eeEBeCCeS

m
L

L

=∈



  is a valid

occurrence time assignment for the events in EB, i.e., for any trigger Trj and any pair of events e1 and e2, the following
conditions must be satisfied: (1)  CCwtt /1212 ≤− ; and (2) 111 jjj wTtw ≤−≤− . However,

CCeSt
mTT  /)( 1)

~
,,

~
(1

1 



=

L

CCTreT j
s

jTT
j m 











+= /)}],({max[max 1)

~
,,

~
( 1

σ
L

, and thus there exists triggers 1Tr  such that
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1
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TT TreTt
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σ
L

 and Tr2  such that 2222)
~
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~

(2 ),(max
1

∆++= TreTt s
TT m

σ
L

, where  ∆1  and ∆2 are

two non-negative numbers less than C  such that t1 and t2  can be divided by C.  It follows that :

),(max),(max 212)
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,,
~

(1111)
~

,,
~

( 11
TreTTreT s

TT
s

TT mm
σσ +≥∆++

LL

(i)
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,,
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TT mm
σσ +≥∆++

LL
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Therefore, for an  arbitrary trigger Trj,

),(min)(                                                     

),(max),(max

1)
~

,,
~

(1)
~

,,
~

(

111)
~

,,
~

(11)
~

,,
~

(

11
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TTj
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   (iii)

Based on (i) and (ii), the following deduction is easy to follow.

  21222122
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~

,,
~

(2222)
~

,,
~
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/),(),(
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11

∆+≤∆+−=

+−∆++≤−

CCwTreTre

TreTTreTtt

ss

s
TT

s
TT mm

σσ

σσ
LL

On the other hand, t2 − t1  and  CCw /12  are divisible by C,  C<∆2 , thus  CCwtt /1212 ≤− .

We now prove (2). Based on (iii),  the following inequalities hold.

jj
s

jj
s

jTTj wTreTTreTTt
m

111)
~

,,
~

(1 ),(),(max
1

−≥≥−+≥− σσ
L

111)
~

,,
~

(1 ),(),(min
1

jj
L

jj
L

jTTj wTreTTreTTt
m

≤≤−+≤− σσ
L

. Q.E.D.

Corollary 2: For C  to be a valid  clock period, condition (7) must be satisfied for all possible sampling times of the
triggers.
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Example 3: Consider again the event graph in Figure 3. We wish to determine whether C = 3 is valid. The possible

trigger sampling times are  1
~
T  = 0; 2

~
T  = 3, 6, and 9. For each possible )

~
,

~
( 21 TT , we verify (7)  using Proposition 2:

S0,3 (o) = max{ 1)3,0(max T +11, 2)3,0(max T +5}= max{-2+11, 3+5}=9, S0,3 (o)/3   = 3

10)82,143min()8min,14min{min)( 2)3,0(1)3,0()3,0( =++−=++= TToL

S0,6 (o) = max{ 1)6,0(max T +11, 2)6,0(max T +5} = max{0+11, 6+5}= 11, S0,6 (o)/3   = 4

11)83,143min()8min,14min{min)( 2)6,0(1)6,0()6,0( =++−=++= TToL .

Since 3 * S0,6(o)/3  = 12 > 11 = L0,6(o)/3, there is no feasible time assignment for o: when the sampling trigger times

are )
~

,
~

( 21 TT  = (0, 6), the true trigger times could be (0, 6); therefore, to satisfy the two constraints, the output time has to

be greater than 11 and divisible by 3, which is 12. Furthermore,  the true trigger times could also be (-2.5, 3.1). If the
output time is 12, the difference between Tr1  and o  is 14.5 >14, violating the maximum bound of 14 on the separation
between o and Tr1.

If we change the constraints by replacing  =),( 1Tro -11 by =),( 1Tro -12; =),( 2 oTr  8 by =),( 2 oTr  10,

),( 1 oTr  = 14 by ),( 1 oTr  = 15, we can then verify that C = 3 becomes a valid clock period.

S0,3 (o) 
 
= max{ 1)3,0(max T +12, 2)3,0(max T +5}= max{-2+12, 3+5}=10, S0,3 (o)/3 = 4

12)102,153min()10min,15min{min)( 2)3,0(1)3,0()3,0( =++−=++= TToL

S0,6 (o) 
 
= max{ 1)6,0(max T +12, 2)6,0(max T +5} = max{0+12, 6+5}= 12, S0,6 (o)/3   = 4

12)103,153min()10min,15min{min)( 2)6,0(1)6,0()6,0( =++−=++= TToL .

12}57,120max{)5max,12max{max)( 2)9,0(1)9,0()9,0( =++=++= TToS , S0,9 (o)/3   = 4

14}106,151max{)10min,15min{min)( 2)9,0(1)9,0()9,0( =++−=++= TToL .

Tr1

Tr2

O
15

-12

7
-5

10
-5

Figure 4: Modified event graph

Therefore the time assignment 121

~~
+= Tt o  satisfies all the possible input sampling times.

To determine the occurrence time of the events in an output block given a valid C, we only need to know the
maximum  separations σs(e1,Trj) and σL(e1,Trj) between the output events and the triggers, where the maximum
separations are computed over the commit constraints with weights adjusted to multiples of the clock period, i.e., as

 CCw /12 . Once these maximum and minimum separations are computed,  there is no need to keep the constraints

between the output events, because the occurrence time assignment based on the maximum and minimum separations
satisfies all the original timing constraints between the output events, provided that the inputs satisfy all the assumptions
and the TD is causal.

It follows that we can modify the event graph so that the constraints between the triggers and the output events are of
the form σs(e1,Trj) and σL(e1,Trj). The resulting TD thus has no output to output constraints in the same event block, but all
these events must be scheduled as ASAP or as ALAP.

The above process  is summarized in the following algorithm that computes the occurrence time schedule for output
events in a causal TD, given a valid clock period C.

Algorithm
(1) Given a valid C, modify the constraints between output events e1 and e2  from  w12 to  CCw /12 .

(2) For each output block, compute the maximum separations σs(e1,Trj) and σL(e1,Trj) of each event with respect to
the triggers as defined by the local constraints of the block.  Replace the constraints between events and their triggers by
the maximum separation relative to the triggers. Remove all constraints between output events in the same block.
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(3) For each solution of  equations (1), (2), and (3), verify that  condition (7) holds. If (7) does hold for all cases, we

can schedule (ASAP) the occurrence time as }| /)({ )
~

,,
~

( 1
EBeCCeS iiTT m

∈





L

.

Example 4:  Next we show a more complex  example.  The TD and its block structure is shown in figure 5. We
apply the above algorithm to determine if C = 10 is a valid clock period and if yes then we compute the discrete-time
relative ASAP schedule for the output events.

i1

i2

i3

o1

o2

o3

o4

[0,5]

[15, 30]

[15, 30]

[1, 35]

[1, 30]

[-5, 5]

[10, 60]

[10, 60]

[1, 80]

[1, 50]

i1

i2

i3

o1

o2

o3

o4

-15

5 0

50

-10

60

-10 60
-1

-1

-10

-10

30

30

-15

30

30

80

00

Figure 5: Block structure of example 4 Figure 6: Modified graph (outputs separated by multiples
of clock period)

According to Step (1), we modify the constraints between output events to the multiple of 10 and obtain the event
graph of Figure 6. In the next step  we calculate the shortest distance between the output events and the triggers and then
modify the constraints to the output events. Figure 7 gives the new modified TD,. The  block structure is not shown in the
TD, however, it is the same as in Figure 5.

i1

i2

i3

o1

o2

o3

o4

[15, 30]

[15, 30]

[15, 30]

[15, 30]

[25, 60]

[25, 60]

[10, 60]

[10, 60]

[1, 35]
[16, 50]

[0, 5]

Figure 7: Modified TD after Step (2) of the algorithm

When C = 10, we have two possible sampling times  for the input events i1 and i2, which are 0
~

,0
~

21 == ii  and

1
~

,0
~

21 == ii . Therefore, we have 10,0max T  = 0, 10,0min T  = -10, 20,0max T  = 0, 20,0min T  = -10, 110,0max T  = 0,

110,0min T  = -5, 210,0max T  = 5, and 210,0min T  = 0.

The schedule of the output events o1, o2, and o3 are determined as follows. Note that the constraints for o1 and o2 are
exactly the same, therefore we only need to calculate one of its schedules.

15}150,150max{)},(max),,(max{max)( 2120,01110,010,0 =++=++= ioiioioS ss σσ ,

20}3010,3010min{)},(min),,(min{min)( 2120,01110,010,0 =+−+−=++= ioTioToL LL σσ
We can find the other values in a similar way:  S0,0(o3)  = 25, L0,0(o3) = 50,  S0,10(o1) = 20, L0,10(o1) = 25, S0,10(o3) =3 0,
L0,10(o3)=55.

Therefore the ASAP schedule is: CTtCTttCorTT 32,0,0 1

~

3

~

1

~

2

~

1

~

2

~

1

~
+=+==== . We next consider the

block with only one event i3. Given ,2,or0,0 1

~

2

~

2

~

1

~
CTtCTT +=== the sampling time of i3 is  3

~
T  = 3C , C4 ,

C5 , or C6 , Using ASAP scheduling, we have CTt += 3

~

4

~
.

4 Conclusions
In this paper, a new way for scheduling events under real-time constraints and for the synthesis of interface

controllers based on timing diagram specifications was described. The method allows to determine a valid clock period
and is suitable for synchronous system implementations. An algorithm for deriving ASAP and ALAP relative schedules
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for the output actions was presented for causal specifications.  Expected applications of this method range from high-level
synthesis to the synthesis of sampled-input synchronous interface controllers.
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