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Abstract

This paper introduces AcCoRD (Actor-based Communication via Reaction-Diffusion) version 1.0. AcCoRD is a sandbox
reaction-diffusion solver designed for the study of molecular communication systems. It uses a hybrid of microscopic and
mesoscopic simulation models that enables scalability via user control of local accuracy. AcCoRD is developed in C as an
open source command line tool and includes utilities to process simulation output in MATLAB. The latest code and links
to user documentation can be found at https://github.com/adamjgnoel/AcCoRD/. This paper provides an overview
of AcCoRD’s design, including the motivation for developing a specialized reaction-diffusion solver. The corresponding
algorithms are presented in detail, including the computational complexity of the microscopic and mesoscopic models.
Other novel derivations include the transition rates between adjacent mesoscopic subvolumes of different sizes. Simulation
results demonstrate the use of AcCoRD as both an accurate reaction-diffusion solver and one that is catered to the analysis
of molecular communication systems. A link is included to videos that demonstrate many of the simulated scenarios.
Additional insights from the simulation results include the selection of suitable hybrid model parameters, the impact of
reactive surfaces that are in the proximity of a hybrid interface, and the size of a bounded environment that is necessary
to assume that it is unbounded. The development of AcCoRD is ongoing, so its future direction is also discussed in
order to highlight improvements that will expand its potential areas of application. New features that are being planned
at the time of writing include a fluid flow model and more complex actor behavior.
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1. Introduction

1.1. Background and Motivation

There has been recent interest in designing synthetic
wireless communication networks for environments where
conventional (i.e., radio frequency) wireless technologies
are unsafe, infeasible, or impractical, such as in biologi-
cal systems. This interest has inspired the idea of adapt-
ing natural communication strategies from these biologi-
cal systems. One such strategy is molecular communica-
tion (MC), initially proposed for synthetic networks in [1],
where transmitters use physical molecules as information
carriers. MC is used for signaling in nature over a wide
range of physical scales, from quorum sensing in bacte-
rial communities to communication via pheromones over
a kilometer or more, as described in [2] and [3, Ch. 53],
respectively. In particular, MC is ubiquitous in communi-
cation within and between cells; see [4, Ch. 16].

Natural MC systems are typically designed for the
transmission of limited quantities of information, such as
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a time-varying ON/OFF control signal for some process.
However, synthetic MC networks are envisioned for trans-
mitting arbitrarily large amounts of information. These
networks could enable new applications in fields includ-
ing biological engineering, medicine, manufacturing, and
environmental modeling; see [5].

Commonly-studied forms of MC include molecular dif-
fusion, where molecules passively propagate via collisions
with other molecules in a fluid environment. The inter-
est in diffusion for communication engineering, as demon-
strated in [6], can be attributed to its speed over very short
distances (particularly on the scale of a micron or less), its
simplicity (requiring no active propagation mechanism),
and the availability of mathematical models to facilitate
analysis. In particular, mathematical models are needed
to determine a channel’s impulse response (i.e., the time-
varying signal observed at a receiver due to the release of
an instantaneous signal by a transmitter). Knowledge of
the channel impulse response is essential for meaningful
transceiver system design and performance analysis.

There are many seminal texts on the analysis of diffu-
sion, e.g., [7, 8, 9]. However, closed-form expressions for
the impulse response of a diffusive channel generally re-
quire simplifying assumptions and specific system geome-
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tries. This reality is an obstacle to the development of MC
networks. Most existing research has considered a varia-
tion of a common system model. Typically, authors will
consider a one- or three-dimensional (i.e., 1D or 3D) un-
bounded environment, possibly with a uniform fluid flow,
with a point source and a receiver that is either an absorb-
ing surface (i.e., molecules are “consumed”) or a passive
observer1.

While the resulting analysis of simplified models
is convenient, and uniformity is helpful for comparing
transceiver designs, there are a couple of issues with this
trend. First, realistic diffusive environments are generally
bounded. Approximating an environment as unbounded
is only appropriate if it is symmetric and in the absence of
other local obstacles, but environments such as cells and
cellular tissues are full of obstacles; see [4, Ch. 20]. Sec-
ond, diffusion is not the only phenomenon that can affect
the behavior of a diffusing particle. In addition to fluid
flow (which is in general not uniform; see [10]), molecules
can undergo chemical reactions (besides absorption at a
surface) that convert them into other molecular species or
transport them across boundaries. For example, see [11,
Ch. 9] for elementary analysis of chemical reactions.

Flow and reactions can significantly modify the channel
response, and could even be deliberately introduced to im-
prove communication performance. This was observed by
using an electric fan in the macroscale testbench developed
in [12], and by adding enzymes to the propagation environ-
ment in our own work in [13]. Neither of these strategies
could be accurately described using the commonly-studied
channel models; the experiments in [12] were fitted to a
corrected 1D model in [14], and the enzyme kinetics in
[13] were simplified to a first order degradation reaction so
that the impulse response could be derived.

The notion that we simplified the analytical model in
[13] immediately begs the question of how we verified its
accuracy. Furthermore, it was insufficient to determine
the expected channel behavior; for communications analy-
sis, we are interested in the probability distribution of the
channel behavior. We addressed both issues in [13] by sim-
ulating the detailed model. Unfortunately (and to the best
of our knowledge), no existing simulation platform would
accommodate the detailed model in [13]. Even though we
could have used a generic reaction-diffusion solver such as
Smoldyn (see [15]) to evaluate the expected channel be-
havior, it was not suitable for assessing the time-varying
channel statistics or for configuring a source to release
molecules based on modulating a sequence of random bi-
nary data. Our solution in [13] was to internally develop a
simulator in MATLAB. However, this simulator was spe-
cific to the environment of the model in [13] and not easily
portable to other system models. We claim that existing
publicly-available MC simulators have similar limitations,

1A (perhaps surprisingly) large fraction of papers reviewed in [6],
including the current authors’ own work on MC, can be classified as
using such a model.

e.g. [16, 17, 18, 19, 20] (which we will discuss in further
detail in Section 2.2).

1.2. The AcCoRD Simulator

With these limitations in mind, we have developed
the AcCoRD simulator (Actor-based Communication via
Reaction-Diffusion). AcCoRD is a generic reaction-
diffusion solver that is developed in C and designed for
communications analysis. It is an open source project in
active development on Github; see [21]. As of the time of
writing (November 2016), the latest release is version 1.0.
It has the following primary features:

• AcCoRD is a hybrid solver that integrates two simu-
lation models to define 3D environments with flexible
local accuracy. Each local region is classified as mi-
croscopic or mesoscopic. Microscopic regions define
each molecule individually and evolve over discrete
time steps. Mesoscopic regions count the number of
molecules in disjoint virtual bins (called subvolumes)
and evolve over time steps with continuous granular-
ity. We increase the scalability by accommodating
the placement of adjacent mesoscopic regions that
have subvolumes of different sizes. This feature is
based on an extension of the 2D system that we pro-
posed in [22].

• Actors can be distributed throughout the environ-
ment as active molecule sources (i.e., transmitters)
or passive observers (i.e., receivers). Transmitters
release molecules according to the modulation of a
random binary data sequence. The precise number
of molecules released and the release times for a given
symbol interval can be deterministic or randomized.
Receivers can record the number of molecules and
(optionally) their positions at any specified inter-
val. Future development will couple these two actor
classes to enable transceivers that behave according
to their observations.

• Zeroth, first, and second order chemical reactions
can be defined locally or globally, i.e., over the entire
propagation environment or in a particular set of re-
gions. This general framework can accommodate re-
actions such as molecule degradation, enzyme kinet-
ics, reversible or irreversible surface binding, ligand-
receptor binding, transitions across boundary mem-
branes, and simplified molecular crowding. Surface
binding reactions include absorption, i.e., consump-
tion, adsorption, i.e., sticking, and desorption, i.e.,
release from a surface. Generally, we will refer to
adsorption as reversible absorption.

• AcCoRD implements some microscopic behavior
in continuous time. Specifically, the release of
molecules by active actors, zeroth order reactions,
and most first order reactions can occur at any time.
Thus, a molecule can undergo multiple reactions in
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a single microscopic time step, and the accuracy of
these phenomena are independent of the chosen time
step.

• Independent realizations of a simulation can be re-
peated an arbitrary number of times (and on dif-
ferent computers) and then aggregated to determine
the average behavior and channel statistics.

• The online documentation includes installation and
usage instructions for the latest version, descriptions
of all configuration options, and many sample con-
figuration files; see [21]. The sample configurations
are provided to demonstrate all of AcCoRD’s func-
tionality.

• AcCoRD’s interface has been designed to be help-
ful to novice users by providing descriptive output
messages. AcCoRD also includes post-processing
tools developed in MATLAB. These tools enable the
aggregation of simulation output files, plotting re-
ceiver observations (either the time-varying behav-
ior or empirical distributions at specified times), and
visualizing the physical environment (either as still
images or compiled into a video2).

Four sample environments that illustrate AcCoRD’s
primary features are shown in Figs. 1 to 4. Figs. 1
and 2 show hybrid environments with both microscopic
and mesoscopic regions. Fig. 3 has reversible surface reac-
tions. Fig. 4 has a distinct transmitter and receiver. More
details about these environments, including their simula-
tion results, are discussed in Section 7.

AcCoRD provides significant flexibility for a user to
define the physical environment, specify chemical reac-
tions, and place sources and observers of molecules. We
describe AcCoRD as a reaction-diffusion “sandbox”, i.e.,
this flexibility enables users to explore (“play”) and create
their own system. As a communications analysis tool, it
can model data modulation at transmitters and generate
channel statistics at observers by repeating a simulation
an arbitrary number of times. By developing AcCoRD
as a “sandbox” reaction-diffusion solver from the perspec-
tive of molecular communication, we anticipate that it will
contribute the following for the MC community:

• Encourage the use of simulations. Most authors in
this domain have thus far verified their work via nu-
merical evaluations of their analysis or via Monte
Carlo simulations. In the latter case, the time-
varying probability distribution of the channel be-
havior is assumed to be known. By omitting sim-
ulations, assumptions about the model and their
accuracy for different parameter values might be
untested.

2A series of eight videos are discussed throughout this paper
and can be found at https://www.youtube.com/playlist?list=

PLZ7uYXG-7XF8UyhFrIuQIiZig1XA89e3i; see [23].

Figure 1: Simulation snapshot of a hybrid environment
where the diffusing molecules are initially uniformly dis-
tributed. The left half is mesoscopic, where molecules are
counted in one of 64 cubes (i.e., subvolumes), and the right
half is microscopic, where molecules are tracked individu-
ally. 100 diffusing molecules are displayed. This environ-
ment is labeled System 1 and variations of it are simulated
in Section 7.1. A sample video of this simulation is avail-
able as Video 2 in [23].

Figure 2: A portion of a hybrid environment with a reac-
tive surface. The environment is a 0.5 mm long rod. At one
end (shown in dark blue) is an absorbing surface. Three
observers watch the molecules present over 5µm sections
of the rod (shown in yellow, green, and red). This environ-
ment is labeled System 2 and variations of it are simulated
in Section 7.2. The variation shown has a hybrid interface
between microscopic and mesoscopic regions at a distance
of 25µm from the absorbing end, such that the cubes with
blue outlines are mesoscopic subvolumes. A sample video
of the simulation of this environment is available as Video
3 in [23].

• Improve the understanding and visualization of
known reaction-diffusion environments and their
channel responses. This is especially important for
improving the accessibility of this multi-disciplinary
field and encouraging new researchers to contribute
without needing to develop their own simulation
tools.

• Provide a platform to verify new analysis and test
transceiver designs. For example, we used AcCoRD
in [25] to study the accuracy of the common assump-

3
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Figure 3: Simulation snapshot of an environment with two
large concentric spheres with radii 120µm and 122µm.
Molecules are initialized in the space between the two
spheres. This environment is a spherical analog to the 1D
system studied in [24, Fig. 6a]. The inner and outer spheri-
cal surfaces are shown with blue and grey outlines, respec-
tively. This environment is labeled System 3 and varia-
tions of it are simulated in Section 7.3. In the variation
shown, molecules can probabilistically diffuse through the
inner surface, i.e., the inner surface acts as a membrane.
The molecules turn from red to yellow when they transi-
tion inside the inner sphere (see inset). Sample videos of
this simulation are available as Video 4 (for absorption to
the outer sphere) and Video 5 (for transitions through the
membrane) in [23].

Figure 4: Simulation snapshot of a simple communica-
tion environment. Molecules are released by a point trans-
mitter and observed at a spherical receiver (radius 1µm)
centered 5µm from the transmitter. This environment is
labeled System 4 and variations of it are simulated in Sec-
tion 7.4. In the variation shown, the released molecules
(light grey) can irreversibly bind to the receiver’s absorb-
ing surface (and turn red when bound). One molecule that
appears to be inside the receiver is actually behind it. A
sample video of this simulation is available as Video 8 in
[23]. Other variations of this system are shown in Videos
6 and 7 in [23].

tion that the molecule source is a point transmitter.

• Enable the exploration of new channels that have not
or cannot be precisely examined analytically, such
as the diffusion model with enzyme kinetics that we
considered in [13].

1.3. Contributions

This paper introduces the AcCoRD simulator, and also
makes the following novel technical contributions:

1. We derive the transition rate between adjacent 3D
mesoscopic subvolumes of different sizes that have
partially-overlapping faces. The 2D version of this
rate was presented in [22]. Accommodating meso-
scopic subvolumes with different sizes increases the
flexibility of local accuracy.

2. We derive the continuous event time for a first order
microscopic chemical reaction event that is “known”
to have occurred in the current microscopic time
step. This derivation is inspired by how chemical
reactions occur in both the microscopic and meso-
scopic models, and enables a molecule to react mul-
tiple times within a single microscopic time step (al-
beit with an increased computational cost if multiple
reactions do occur).

3. We verify AcCoRD’s accuracy by comparing its sim-
ulation output with analytical results for known
reaction-diffusion environments. Examples include
surface reactions, enzyme kinetics, and common
molecular communication channels. Early versions
of some of these results in 2D environments were
presented in [26], but no specific simulations are re-
peated here.

4. We demonstrate scalability by investigating the
trade-off between computational efficiency and lo-
cal accuracy in hybrid and multi-scale environments.
We provide insights into the appropriate size and
placement of subvolumes in the mesoscopic regime,
the impact of a reactive surface near the proximity
of the hybrid interface, and make general comments
on when a hybrid model is appropriate. Preliminary
versions of some of these results with simpler hybrid
transition rules and in 2D environments were pre-
sented in [22, 26].

5. We demonstrate that a bounded environment can
be treated with an unbounded model if the distance
from the area of interest to the nearest boundary is
at least three times the average diffusion distance for
the time scale of interest.

1.4. Organization

The rest of this paper is organized as follows. We re-
view related simulation tools, including generic reaction-
diffusion solvers and diffusive MC simulators, in Section 2.
In Section 3, we describe the components of an AcCoRD
simulation. Section 4 presents the underlying theory for
reaction and diffusion behavior. It includes our deriva-
tion for the transition rate between mesoscopic subvolumes
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of different sizes and for the reaction times of first order
chemical reactions that have occurred within a microscopic
time step. We present the overall AcCoRD algorithm and
discuss computational complexity in Section 5. We sum-
marize the interface and work flow for using AcCoRD in
Section 6. In Section 7, we present detailed simulation re-
sults to demonstrate AcCoRD’s functionality and to ver-
ify its accuracy by comparing with analytical results. In
Section 8, we identify features for AcCoRD’s future devel-
opment. Conclusions are drawn in Section 9.

The Appendices focus on additional technical details
that we include for completeness. Appendix A lists con-
straints and limitations to defining simulation environ-
ments. Appendix B describes the surface reaction proba-
bilities that were mostly derived in [24] but are also imple-
mented in AcCoRD. In Appendix C, we present the de-
tailed algorithms of the main simulation steps. We review
probability distributions and the calculation of mutual in-
formation in Appendix D. Furthermore, sample simula-
tion videos of many of the environments studied in this
paper are included in [23] and summarized in Appendix
E.

A reader who is only interested in using the AcCoRD
software can focus on Sections 3 and 6. A reader who is
interested in the details of the implementation should refer
to Sections 3, 4, 5, Appendix B, and Appendix C.

2. Related Work

In this section, we summarize existing simulation tools
that implement features comparable to those developed
in AcCoRD. First, we present a general discussion of
reaction-diffusion solvers, including the simulation mod-
els that are commonly used over various physical scales.
We also discuss efforts to develop simulations that inte-
grate multiple models for improved scalability. Then, we
focus on describing the simulation tools that have been
developed specifically for the study of diffusive molecu-
lar communication systems. Finally, we draw comparisons
between AcCoRD and existing tools.

2.1. Reaction-Diffusion Solvers

Generic reaction-diffusion solvers make trade-offs be-
tween simulation accuracy and computational efficiency to
model molecule behavior. As we discussed in [26], solver
models can usually be placed into one of four categories
that correspond to the degree of local detail of molecular
behavior. In order of increasing computational efficiency
(and therefore decreasing accuracy), these categories are
molecular dynamics models, microscopic models, meso-
scopic models, and continuum models. Here, we discuss
each of these categories in sequence, and then describe ef-
forts to implement simulation models over multiple scales.

2.1.1. Molecular Dynamics

The most detailed solvers use molecular dynam-
ics and account for all interactions between all in-
dividual molecules, including fluid solvents (e.g., wa-
ter). A classical molecular dynamics simulator is the
Large-scale Atomic/Molecular Massively Parallel Simula-
tor (LAMMPS); see [27] and details of ongoing develop-
ment in [28]. For example, LAMMPS can model rigid body
particles, charge potentials, and electron force fields, where
the orientations of individual particles are accounted for.

2.1.2. Microscopic Models

The next most-detailed solvers use microscopic models
which treat solvent molecules as a continuum but all other
molecules are individually tracked. Modeling the solvent
as a continuum enables the introduction of a diffusion coef-
ficient to describe the motion of an individual molecule as
it moves within the solvent; see [8]. One microscopic solver
is the Smoluchowski Dynamics simulator (Smoldyn); see
[15, 29]. Smoldyn uses a constant time step and tracks
the number and state of molecules over subsequent time
steps. An alternative to this approach is Green’s-function
reaction dynamics (GFRD), which uses a continuous time
model and tracks changes in molecules’ states (e.g., when
two molecules collide and react); see [30].

2.1.3. Mesoscopic Models

More computationally efficient solvers do not model
individual molecules but partition the simulation environ-
ment into virtual containers. This approach becomes more
efficient as the environmental complexity grows (e.g., with
the presence of more molecules). The third category of
solvers uses mesoscopic models, which refer to the con-
tainers as “subvolumes” and track discrete numbers of
molecules in each container. Reactions involving two or
more molecules can only occur if all reactants are in the
same subvolume. Chemical reactions occur as “events”,
and diffusion is modeled as an event where a molecule
moves from one subvolume to another. In their most
accurate form, mesoscopic models execute one reaction
at a time, and this approach can capture system behav-
ior exactly (in a statistical sense) if molecule populations
throughout each subvolume are homogeneous and the size
of each subvolume is chosen in consideration of the time
scales of potential events; see [31].

There are a few ways to increase computational effi-
ciency via scalability in mesoscopic models. One method
is by adjusting the size and placement of the subvolumes
themselves. Examples of this method use subvolumes that
are tetrahedrons (as in the URDME simulator in [32]) or
subvolumes whose size can change in both time and space
(as considered for square subvolumes in [33]). Another
method is to evolve the system according to time steps
and execute multiple events in each step. This approach
is known as “tau-leaping”; see [34] for its introduction in
reaction-only systems and [35] for an implementation in
reaction-diffusion systems. Depending on the size of the
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molecule populations within a given subvolume and the
likelihood of reaction events, the number of events in one
step could be found as a Poisson random variable, a Gaus-
sian random variable (i.e., the Langevin method), or a
deterministic value (i.e., a continuum model).

2.1.4. Continuum Models

In the limit of large molecule populations, mesoscopic
models become continuum models, where local molecule
concentrations have continuous values and the system is
in effect evolving via the solution of a set of partial dif-
ferential equations with finite element analysis. Such a
system is no longer stochastic but has deterministic be-
havior. COMSOL Multiphysics (see [36]) and ANSYS (see
[37]) are commercially-available continuum solvers.

2.1.5. Hybrid Models

There have been multiple attempts to integrate mul-
tiple simulation models into a single reaction-diffusion
solver. Doing such an integration improves flexibility in
the trade-off between accuracy and computational com-
plexity by using a more accurate model only where (or
when) it is needed. For example, approaches have been
proposed that combine microscopic and mesoscopic mod-
els, as in [38, 39, 40]. The hybrid model in [40] has been
implemented in the (primarily mesoscopic) solver URDME
(see [32]) and the model in [39] was recently implemented
in the (primarily microscopic) solver Smoldyn (see [41]).
LAMMPS has also coupled its molecular dynamics model
to a continuum model; see [42]. Virtual Cell is a contin-
uum solver that added Smoldyn for microscopic behavior;
see [43].

2.2. Diffusive Molecular Communication Simulators

The existing generic reaction-diffusion solvers de-
scribed in Section 2.1 are, in general, useful “sandbox”
tools for exploring the dynamics of molecular behavior.
However, there are several characteristics that limit their
applicability to the study of molecular communication net-
works. We identify these characteristics as follows:

• Existing generic solvers are not designed to accom-
modate the behavior of a transmitter that is releas-
ing molecules according to the modulation of a data
sequence. It can be possible to release finite pulses
of molecules at specific times, for example via com-
mands in Smoldyn, but other arbitrary molecule sig-
nal waveforms are not as easily accommodated (e.g.,
frequency shift keying). Furthermore, the molecule
release times would need to be hard-coded into the
configuration. Such an approach would be inconve-
nient for measuring the average bit error probabil-
ity at a receiver over a large number of randomly-
generated transmitter bit sequences, since every bit
sequence would need its own corresponding configu-
ration.

• In communications analysis, we are not necessarily
interested in accurately observing system behavior
everywhere. Instead, we are ultimately interested in
the behavior at the receiver(s) of information. Se-
lecting a solver model typically imposes a particular
range of accuracy over the entire simulation envi-
ronment. Thus, computational resources might be
“wasted” to maintain accuracy in regions of the envi-
ronment that have minimal impact on the receiver(s)
of interest. However, this limitation can be mitigated
by choosing an appropriate hybrid simulation model.

• Existing generic solvers are not designed for gener-
ating channel statistics over a large number of in-
dependent realizations. The reliability of a receiver
is often measured as the probability that it correctly
detects a message sent from a transmitter, which im-
plies that a particular observation (or series of obser-
vations) was made by the receiver. If we want to sim-
ulate the time-varying probability distributions of re-
ceiver observations, i.e., the non-stationary channel
statistics, then we may need to simulate one scenario
many thousands of times and aggregate the results.
Such a functionality is not native to existing generic
solvers.

Given the aforementioned limitations in existing
generic reaction-diffusion solvers, communications re-
searchers have developed a number of simulators specif-
ically for simulating diffusive molecular communication
systems. A recent discussion comparing most molecu-
lar communication simulators is in [6]. Here, we high-
light the features of simulators whose source code or ex-
ecutables are publicly available. Thus, we exclude simu-
lators that have been described but not released, includ-
ing NanoNS (Nanoscale Network Simulator) in [44], dMCS
(Distributed Molecular Communication Simulator) in [45],
and other tools developed internally by authors for their
own research.

BNSim (Bacterial Network Simulator) was presented
in [16] and is a multi-scale mesoscopic reaction-diffusion
solver for simulating interactions between mobile bacte-
ria populations. The bacteria undergo chemotaxis (i.e.,
run-and-tumble motion) and collisions between them are
accounted for. Key chemical reactions are simulated with
the complete Stochastic Simulation Algorithm (SSA; see
[46]) whereas other reactions are simulated over larger time
scales via tau-leaping or the Langevin method; see a re-
view of this and other methods in [47].

BiNS2 (Biological Nanoscale Simulator) was described
in [17] and is a microscopic reaction-diffusion simula-
tor for flowing cylindrical environments (e.g., blood ves-
sels). Both transmitters and receivers can be mobile and
molecules are detected via receptor reactions. The simu-
lation environment is customizable, can include local ob-
stacles, and can be visualized at run time.

N3Sim was presented in [48, 18] and is a microscopic
simulator for a square or unbounded 3D environment. In
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addition to Brownian motion, it can account for molecule
inertia and collisions between solvent molecules. Circular
or spherical emitters can release molecules according to
predefined waveforms or a user-defined pattern. Receivers
can be squares or circles in 2D and spheres in 3D, and can
be either passive or fully absorbing. Notably, N3Sim is
the only publicly-available molecular communication sim-
ulator (excluding AcCoRD) with a detailed user guide and
instructions for use (see [49]).

MUCIN (MolecUlar CommunicatIoN) was presented
in [19] and is a microscopic simulator for unbounded 3D
environments developed in MATLAB. It models a point
or spherical transmitter that releases molecules according
to one of several modulation schemes. The spherical re-
ceiver can be passive, partially absorbing (i.e., molecules
are reflected with some probability), or fully absorbing.

The IEEE P1906.1/Draft 1.0 Recommended Practice
for Nanoscale and Molecular Communication Framework,
summarized in [50], uses a simulation tool implemented on
top of ns-3 as a reference simulator. It is used to compare
molecular and electromagnetic communication schemes.
However, this simulator uses analytical results from a spe-
cific physical environment and does not simulate the envi-
ronment directly.

Finally, nanoNS3 was introduced in [20] and is a contin-
uum simulator for bacteria-based molecular communica-
tion. It is implemented on top of ns-3 and has models im-
plemented for the signal observed at a receiver bacterium,
microfluidic channel loss, ON/OFF transmitter modula-
tion, and addressing via signal amplitudes.

2.3. Comparing with AcCoRD

Some of the existing simulators for diffusive MC,
namely BNSim and BiNS2, are very detailed for their
intended environments and how they can be configured.
However, these tools and the other MC simulators were not
designed as generic reaction-diffusion solvers, so they are
not as flexible as AcCoRD for studying new and different
environments. Instead of making exhaustive comparisons
between AcCoRD and all aforementioned simulation tools
listed in this section, we make a simplified comparison in
Table 1. The first “model” listed for each simulator is its
primary model, but we emphasize that only AcCoRD was
initially designed as a hybrid of simulation models. Fur-
thermore, AcCoRD is the only generic reaction-diffusion
solver (i.e., “sandbox” simulator) that can accommodate
molecule sources that modulate a sequence of randomly-
generated data. We believe that this combination facili-
tates studying the performance of a variety of diffusion-
based molecular communication systems.

We will find it most insightful to make a direct com-
parison between AcCoRD and the microscopic reaction-
diffusion solver Smoldyn. AcCoRD and Smoldyn have
a number of similar underlying algorithms and features,
such as for chemical reactions and hybrid microscopic-
mesoscopic interfaces, which will be discussed in greater

Table 1: Simplified comparison of simulation tools with
AcCoRD. Under “Model”, “MD” refers to molecular dy-
namics, “Micro” refers to microscopic, ”Meso” refers to
mesoscopic, and “Cont” refers to continuum. Simulators
that use more than one model list the primary model
first. For each simulator, we also indicate whether each
is a generic reaction-diffusion solver (i.e., “sandbox”) and
whether they can release molecules according to the mod-
ulation of a data sequence. The IEEE P1906.1 reference
simulator described in [50] is omitted because it does not
simulate the environment directly.

Simulator Model Sandbox
Modulate

Data

LAMMPS [27] MD/Cont Yes No

Smoldyn [15] Micro/Meso Yes No

URDME [32] Meso/Micro Yes No

COMSOL [36] Cont Yes No

ANSYS [37] Cont Yes No

Virtual Cell [43] Cont/Micro Yes No

BNSim [16] Meso No No

BiNS2 [17] Micro No Yes

N3Sim [18] Micro No Yes

MUCIN [19] Micro No Yes

nanoNS3 [20] Cont No Yes

AcCoRD Micro/Meso Yes Yes

detail in Section 4, Appendix B, and Appendix C. Smol-
dyn, which has been in active development for over a
decade, has a more mature code base, more features such
as more options for defining physical environments and
surface interactions, and the flexibility to change parame-
ters while a simulation is in progress. However, we identify
the following primary advantages for AcCoRD:

• AcCoRD addresses the aforementioned limitations of
generic reaction-diffusion solvers to facilitate adop-
tion for communications analysis. In particular, Ac-
CoRD can accommodate the release of molecules ac-
cording to the modulation of a random binary se-
quence. Also, simulation realizations can be easily
aggregated (even if they were run on different com-
puters) to compile the simulation statistics.

• AcCoRD implements some microscopic behavior in
continuous time, whereas microscopic behavior in
Smoldyn is completely discrete. Therefore, the accu-
racy of some phenomena in AcCoRD (namely, zeroth
order and some first order reactions) is independent
of the chosen time step.

• A primary motivation for AcCoRD was the integra-
tion of microscopic and mesoscopic models to enable
flexibility in local accuracy, as we initially proposed
in [22]. Smoldyn is primarily a microscopic simula-
tor that recently added a mesoscopic “module” that
is not as well documented as the rest of the platform.
Thus, even though AcCoRD and Smoldyn both im-
plement transitions between the two models using
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the hybrid model in [39], the integration in AcCoRD
is central to the simulator’s design. In AcCoRD, it
is relatively seamless for a user to apply both mod-
els. Furthermore, we accommodate adjacent meso-
scopic regions that have subvolumes of different sizes,
whereas Smoldyn does not.

• AcCoRD includes visualization tools that were de-
veloped in MATLAB, which make them accessible
and familiar to a wide research audience. Smoldyn
can display animations of simulation progress and
save images for future use, but the images must be
displayed and captured online; i.e., while the envi-
ronment is being simulated. AcCoRD performs its
visualization offline; a user can preview the physical
environment without running a simulation, and sim-
ulation output can be processed to either generate
images or make a video with the freedom to choose
what environment features to display and at what
times.

• Smoldyn uses the Mersenne Twister (see [51]) as
its random number generator (RNG). The Mersenne
Twister is a common RNG and the default RNG in
MATLAB. However, the permuted congruential gen-
erator (PCG) family of RNGs, recently proposed in
[52], is claimed to have improved statistical quality.
A detailed discussion of the PCG’s advantages is out-
side the scope of this work, but we note that it has a
faster generation speed and a smaller code footprint.
AcCoRD uses a PCG RNG that we have confirmed
in internal testing to be faster than an efficient im-
plementation of the Mersenne Twister.

3. System Model Components

We have introduced AcCoRD as a “sandbox” reaction-
diffusion solver for molecular communications design and
analysis. Therefore, before we discuss the underlying the-
ory (in Section 4) or the implementation of AcCoRD’s al-
gorithms (in Section 5 and Appendix C), we describe the
system model components that are available to the user.
In this section, we present these components, which are
categorized into regions, actors, chemical parameters, and
global settings. We also summarize how these components
are included in an AcCoRD configuration file. A sample
environment demonstrating many of these components is
shown in Fig. 5 (which is also shown in Video 1 in [23]).
Throughout this section, most parameters that can be de-
fined by the configuration are italicized. A listing of con-
straints and limitations on model components are included
in Appendix A.

3.1. Regions

Regions are the literal “building blocks” of a simula-
tion environment. They define the physical space where
molecules can move or be created. Other components, i.e.,

Figure 5: Example of a complex simulation environment
with many of the system model components described in
Section 3. There are normal and surface regions, actors,
and multiple chemical reactions. The entire system is mi-
croscopic. Two normal cubic regions are joined by a nor-
mal rod region with a membrane surface region at one
end (green), such that the membrane’s neighbors are the
left cube and the rod, and the rod’s neighbors are the
membrane and the right cube. The membrane enables
molecules to pass from left to right only. The left cube
has a neighboring surface region (blue) that is a source
of molecules. The only parent/child region relationship is
between the right cube and the absorbing spherical surface
inside of it. Actors observe the entire environment so that
molecule coordinates are generated for the sample video,
which is available as Video 1 in [23].

actors and chemical reactions, can be defined for all or
some subset of an environment’s regions. As long as some
(minor) constraints are satisfied, regions can be placed in
solitude, adjacent to other regions, or nested inside of other
regions. A parent region is one that has another region
(i.e., its child) nested inside of it. Generally, if a region’s
face is adjacent to another region, then those regions are
automatically classified as neighbors. As long as neighbor-
ing regions are not separated by a surface region that re-
stricts molecule transitions, then molecules can move freely
between them.

There are three ways to classify a region:

1. Shape. AcCoRD is primarily 3D and the imple-
mented 3D shapes are spheres and rectangular boxes.
2D rectangles are also implemented.

2. Type. A region can be normal or a surface. Normal
regions occupy all of the space that they are defined
in, except where they are a parent to other regions
nested inside. A 3D surface region can have either
a 3D shape, such as a box or sphere, or it can also
have a 2D shape (i.e., a rectangle). 2D rectangle re-
gions are implemented but have only been tested as
surfaces to normal 3D regions. Surfaces also have an
associated “direction” as defined by the surface type.
A one-sided surface means that molecules can only
approach and interact with one of the two sides and
not both. A two-sided surface, defined as a mem-
brane, can have molecules interact from either side.
However, all surfaces are reflecting by default, un-
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less the user defines chemical reactions at a surface
to enable other interactions (as described later in this
section).

3. Model. Each region uses either a microscopic or
mesoscopic model. All molecules in microscopic re-
gions are tracked individually and evolve accord-
ing to a global microscopic time step. Mesoscopic
regions keep track of how many of every type of
molecule are in each subvolume. In a given sim-
ulation, we define the union of all microscopic re-
gions as the microscopic regime, and the union of all
mesoscopic regions as the mesoscopic regime. All re-
gions, whether they are microscopic or mesoscopic,
are partitioned into subvolumes. Subvolumes are the
foundation of a mesoscopic model, but they are also
useful for the implementation of microscopic regions
when determining where regions are located relative
to each other. Spherical regions are always micro-
scopic and have only one subvolume.

The location of a region is defined by its anchor co-
ordinate, which for example is the center of a sphere or
the “lower corner” {x, y, z} coordinate of a box. The size
of a sphere is defined by its radius, which can in princi-
pal be any positive real number (including ∞ for an un-
bounded environment). The sizes of boxes are constrained
by a global subvolume base size hbase. The length of a box
along each dimension {x, y, z} is defined as an integer mul-
tiple of hbase, and each subvolume in a box is a cube whose
length, the region subvolume length h, is also an integer
multiple of hbase. We discuss some of the physical and
computational considerations for choosing an appropriate
subvolume length in Section 5.2. 2D rectangle regions have
a length of 0 along one of the three dimensions. Defining
hbase facilitates the placement of regions (and also actors)
by avoiding issues due to floating point operations (e.g.,
when 2 × 1 6= 2 due to different data types or floating
point rounding errors).

Given the above definitions, regions can be placed al-
most arbitrarily. Generally, regions can be placed adjacent
to each other or inside of each other (i.e., nested), such that
the parent outer region is identified by the child inner re-
gion. Any two regions that are adjacent or has one nested
directly inside the other are detected as neighbors. Surface
regions are usually only defined along the outer boundaries
of normal regions, unless the surface is a 3D shape nested
inside of a normal 3D region. For clarity of exposition,
we list more details of the constraints on region placement
in Appendix A.

There are two additional properties that are not spe-
cific to any one region but are needed when a simulation
has both a microscopic regime and a mesoscopic regime.
These properties control how molecules can transition
from one regime to the other (i.e., at the hybrid inter-
face), and are described in further detail in Section 4.2.2.
The first property selects whether the mesoscopic subvol-
umes at the hybrid interface are assumed to be small rela-

tive to the average displacement in the microscopic regime.
The second property defines how far away a microscopic
molecule should be from the boundary, either before or af-
ter it diffuses, to ignore the possibility that it entered the
mesoscopic regime during the diffusion step.

3.2. Actors

Actors in AcCoRD provide the interface to a simula-
tion by enabling input of molecules or observing molecules
as output. The two classes of actors are active and pas-
sive. These classes share some common properties but
otherwise have unique behavior. Active actors (e.g., trans-
mitters) enable input by creating molecules according to
the modulation of a binary data sequence. Passive ac-
tors (e.g., receivers) enable output by observing the num-
ber of molecules that are present at some location. Both
classes of actors are currently immobile and independent,
i.e., their behavior is established by the user and does not
depend on that of the system or other actors. However,
the generic actor design facilitates the future implementa-
tion of dependent actors which will have coupled behavior.
We discuss this further in Section 8.

All actors can be placed using one of two methods. In
the first method, an actor is defined as the union of a sub-
set of the regions. This method is preferred when an actor
is intended to exist over an entire region or regions, and
enables an actor to be disjoint or to have non-standard
shapes (e.g., if an actor is defined either over disjoint re-
gions or over some region and not that region’s nested
children). In the second method, an actor is defined as a
single virtual shape. Currently, all region shapes are valid
actor shapes, and it is also possible to define an active ac-
tor as a point. Actors defined with the second method are
always defined over the entire specified shape (i.e., and not
just its surface).

It is important to clarify that actors are virtual and
do not have a tangible physical presence in a simulation
environment. They only define where molecules can be
added or observed. Regions must be used to impose phys-
ical boundaries. For example, if a user wants a receiver
that is an absorbing sphere, then the configuration needs
to define a spherical surface region, the absorbing chemi-
cal reaction at the surface (see the following subsection),
and a passive actor to observe the molecules that are ab-
sorbed. However, if the user wants a receiver that is a
passive sphere within some larger environment, then it is
most computationally efficient to just define a spherical
actor without an accompanying region (due to the signifi-
cant overhead to identify transitions between microscopic
regions).

Every actor has its own start time to begin its first
action (i.e., releasing or observing molecules). The actions
are repeated according to an action interval, until either
a maximum number of actions has been reached or the
simulation time is complete.

The release pattern of an active actor is based on its
binary bit sequence, which can be defined by the user or
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randomly generated according to the specified indepen-
dent probability of bit-1. Multiple bits can be used in
each action interval (i.e., symbol interval). Currently, con-
centration shift keying (CSK) is implemented, where one
type of molecule is released. Other types of modulation
can be added in future development; see [53] for examples.
Molecules for each symbol are released over a release in-
terval, which can be as short as 0 seconds or as long as
desired (even longer than the action interval). An actor
can be configured to behave as a noise source and release
molecules continuously by setting the probability of bit-1
to 1 and the release interval to be equal to the action in-
terval. The precise number of molecules created and their
release times within the release interval can be random
(i.e., generated via a Poisson arrival process, such that the
time between consecutive molecule releases is an exponen-
tial random variable) or deterministic (by dividing the re-
lease interval into discrete slots and releasing molecules at
the start of each slot). Every added molecule is placed at
a uniformly-distributed random location within the actor.
If an active actor is being recorded, then its bit sequence
is written to the simulation output file.

The behavior of passive actors is simpler. Each passive
actor acts by counting the number of molecules of the spec-
ified types that are within their defined space. It is also
possible to record molecule positions, which are copied for
molecules in the microscopic regime and randomly gen-
erated within the corresponding subvolume in the meso-
scopic regime. Another option is to save the environment
time associated with each observation.

3.3. Chemical Properties

The chemical properties describe the molecules that
can exist in the environment and how they can interact
via reactions. Even if there are no chemical reactions, the
number of molecule types and their diffusion coefficients
must be defined. There are two methods to represent dif-
ferent states of the same molecule species, for example to
specify that a molecule should not diffuse once it has been
absorbed by a surface. In the first method, the user can
define two types of molecules, set one of them to have
a diffusion coefficient of zero, and make that molecule the
product of the other molecule’s absorption reaction. In the
second method, the user can define one type of molecule
and set that molecule’s local diffusion coefficient to zero
at the surface region (via an optional region property).

Chemical reactions define processes for molecules to be
created, destroyed, or transformed; refer to [11, Ch. 9] for
an elementary discussion. Every chemical reaction has a
set of reactants (which the reaction consumes), a set of
products (which the reaction creates), and some way to
indicate the likelihood of the reaction occurring (typically
a reaction rate). A molecule that is a reaction catalyst
and facilitates the reaction without being consumed (i.e.,
an enzyme) can be represented as both a reactant and a
product. Reactions with no reactants, one reactant, and
two reactants are referred to as zeroth order, first order,

and second order, respectively. Reactions with more reac-
tants are typically decomposed into a sequence of elemen-
tary reactions that are zeroth, first, or second order. First
and second order reactions are also known as unimolecular
and bimolecular reactions, respectively.

We classify each chemical reaction in AcCoRD as either
a surface reaction or a non-surface reaction. Surface reac-
tions can be either 1) an interaction between one molecule
and a surface region, e.g., absorption (i.e., consumption)
by a surface, desorption (i.e., release) from a surface, and
transition across a membrane surface, or simply 2) a reac-
tion where the reactants must be on the surface. We con-
sider adsorption (i.e., sticking to a surface) to be reversible
absorption. Non-surface reactions do not require a surface
region, but can also occur at a surface. Ligand-receptor
surface binding is not considered a surface reaction under
our definition, because one of the reactants (i.e., the lig-
and) is initially not on the surface and it reacts with the
receptor and not the surface3. Every chemical reaction
is associated with a default list of regions where it can
occur, and this can be set as everywhere (i.e., in all sur-
face regions for a surface reaction or in all normal regions
for a non-surface reaction) or nowhere. Regions that are
exceptions to the default placement can also be listed.

Reaction rates for zeroth, first, and second order re-
actions have units mol · s−1m−3, s−1, and mol−1s−1m3,
respectively, where “mol” is number of molecules. Second
order reactions that can occur in the microscopic regime
also need a binding radius rB which is used instead of the
reaction rate (in general, the binding radius can be de-
rived from the reaction rate, but this is not currently part
of AcCoRD’s implementation; see [15] for further details).
Bimolecular reactions in the microscopic regime with more
than one product also have an unbinding radius rU to de-
fine how far apart products should be placed. We note
that the random generation of molecules by an active ac-
tor is also modeled as a zeroth order reaction but is distinct
from other zeroth order reactions because the generation
rate for the actor is modulating a data sequence.

The named surface interaction reactions, i.e., absorp-
tion, desorption, and membrane reactions, are assumed
to be first order (since they have one molecule interact-
ing with a surface) and have additional properties. These
reactions can be classified as reversible if they define a
corresponding reverse reaction. They also need a surface
transition probability, which determines the calculation in
[24] (and summarized in Appendix B) that we use to cal-
culate the probability of the reaction occurring. The three
options for this probability are as follows:

3Our classification of reactions is similar but not identical to clas-
sifying reactions as heterogeneous or homogeneous; see [54, Ch. 15].
Heterogeneous reactions have reactants, products, or catalysts in dif-
ferent states (e.g., liquid and solid), whereas homogeneous reactions
occur entirely in a single state. Surface reactions in AcCoRD are
heterogeneous when a molecule interacts with a surface region, but
non-surface reactions can also be heterogeneous, such as in the case
of ligand-receptor surface binding.
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1. “Normal”: The reaction rate is treated as if the reac-
tion is a non-surface first order reaction. This option
can accommodate “perfect” absorption (i.e., when
the absorption rate is infinite), but otherwise its ap-
plication is limited.

2. “Mixed”: We assume that the distribution of
molecules near the surface is in the well-mixed state,
such that the concentration is uniform. This option
is fast to calculate and accurate for systems that are
actually well-mixed.

3. “Steady state”: We assume that the distribution of
molecules near the surface is in the steady state, such
that the concentration is constant but can vary lo-
cally. This option was shown in [24] to have excellent
accuracy, even when the system is transient. Also
from [24], the reverse reaction rate is accounted for
when determining this reaction probability.

Membrane reactions should not have any product
molecules defined (since we assume that the product
molecule is the same type as the reactant) and they need
to be classified as inner or outer to indicate the side
of the membrane that the reactant can approach from.
Non-membrane surface reactions need to explicitly indi-
cate whether each product is automatically detached from
the surface (although this is generally intended only for
desorption reactions) and if so then how the products
are placed. The options for placing detached product
molecules are as follows:

1. “Leave”: Molecules are placed in the normal region
at the point where they were bound to the surface.
This option is the simplest but is only accurate if the
molecule detaches at the end of the microscopic time
step.

2. “Full diffusion”: Molecules diffuse perpendicular to
the surface for the elapsed time since the detachment
occurred. This option should be the most accurate
in cases of irreversible desorption.

3. “Steady state diffusion”: Molecules diffuse perpen-
dicular to the surface for an unknown period of time
that is no greater than the microscopic time step.
This option is the most appropriate when the de-
tachment reaction has a reverse adsorption reaction
whose surface transition probability is steady state,
because then the precise adsorption time is also un-
known. The placement distribution for this method
was derived in [24] in consideration of the steady
state transition probability.

The methods for placing molecules according to the
“full diffusion” and “steady state diffusion” options are
discussed in Appendix B.2.

3.4. Other Settings

Every simulation starts at time t = 0 but needs a spec-
ified final time and number of times to be repeated. The
random number seed is used to initialize the PCG RNG

(see [52]), although it can be over-ridden with a different
seed via an extra command line input argument. The pre-
fix of the simulation output file is specified such that the
random number seed (that is actually used) is appended
to it. Finally, the user can also choose to override the dis-
play of warnings from the loading of the configuration file
and control the maximum number of progress updates that
will be printed to the console screen with an estimate of
the remaining run time to complete the simulation. There
will be no more than one progress update per indepen-
dent realization, since it is difficult to estimate the time
remaining while within a realization.

3.5. Configuration Files

AcCoRD’s configuration files are written in JavaScript
Object Notation (JSON) format. JSON is a lightweight
data interchange format, easy to read, and has parsers
available in many programming languages; see [55]. Ac-
CoRD’s configuration files accommodate all of the system
model components introduced in this section with the fol-
lowing consistent format:

• Output Filename

• Switch to over-ride configuration warnings

• Simulation Control

– Number of repeats and random number seed ψ

– Final simulation time tend and microscopic time
step ∆t

– Hybrid interface parameters

• Chemical Properties

– Number of types of molecules and their diffu-
sion coefficients Dm

– One object describing each chemical reaction

• Environment

– Subvolume Base Size hbase

– Region Specification

∗ One object describing each region

– Actor Specification

∗ One object describing each actor

As long as the correct nesting of parameters is main-
tained, JSON files can be arbitrarily reordered. Even
though JSON does not support comments, extra fields
can be created to include additional information. Many of
the sample configuration files included with the AcCoRD
source code have “Notes” fields for comments.
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4. Reaction-Diffusion Theory and Algorithms

In this section, we describe the underlying theory for
the microscopic and mesoscopic simulation models. We
present the equations and algorithms for modeling diffu-
sion, chemical reactions in solution, and surface reactions.
This section includes our derivation of the transition rate
between mesoscopic subvolumes of different sizes, and the
continuous reaction event time for first order chemical re-
actions that are known to have occurred in the current
microscopic time step.

Before we describe the analytical details of the individ-
ual phenomena, we establish some global model definitions
and notation. The total simulation environment is parti-
tioned into a set of regions ΩR. Each region is either in the
microscopic regime Ωmicro or the mesoscopic regime Ωmeso,
and Ωneigh,r is the set of regions that are neighbors of re-
gion r. The mesoscopic regime is partitioned into the set
of subvolumes ΩSub. The set of defined molecule types is
ΩMol and the set of chemical reactions is ΩC. The number
of molecules of the mth type that are in the sth mesoscopic
subvolume is Us,m.

4.1. Model Evolution

The most intuitive way to distinguish between the two
simulation models is to summarize how they behave over
time and space. The microscopic model describes molecule
locations over continuous space but evolves in discrete time
steps of constant size ∆t. For each time step, every mi-
croscopic molecule can diffuse and react.

The mesoscopic model describes molecule locations
over a discrete grid (of subvolumes) but evolves over con-
tinuous time. In its most accurate form (i.e., without tau-
leaping, which we will consider in future development),
only one mesoscopic event occurs at a time. The potential
events are every possible chemical reaction in each sub-
volume and every possible transition via diffusion between
adjacent subvolumes. Each potential event is assigned a
propensity, α, such that the probability of the event oc-
curring within the infinitesimal time step δt is αδt.

The integration of the two models within the overall
AcCoRD simulation algorithm is described in Section 5,
along with a discussion of their computational complexity
and comments on the appropriate selection of time step ∆t
and the mesoscopic subvolume size. The implementation
of both individual models is discussed in greater detail
in Appendix C.

4.2. Diffusion

Diffusion is modeled in both regimes with diffusion co-
efficients, which describe the variance of motion of individ-
ual molecules by assuming that the molecules are moving
in a continuum of solvent (e.g., air, water, or blood). The
diffusion coefficient of the mth molecule type is Dm, which
we will occasionally write as D when referring to an arbi-
trary molecule.

4.2.1. Diffusion in One Regime

In the microscopic regime, every molecule tries to dif-
fuse in every time step. In the absence of collisions with
surfaces or other molecules, the displacement of a single
molecule in one time step is n

√
2Dm∆t along each dimen-

sion, where n is a normal random variable with mean 0 and
variance 1. n is independently drawn in each dimension
for every molecule.

In the mesoscopic regime, it is assumed that all
molecules within a given subvolume are uniformly dis-
tributed. The propensity that some molecule diffuses from
a subvolume into a neighboring subvolume is directly pro-
portional to the number of molecules in that subvolume
that are of the same type. For a uniform grid of square
or cubic subvolumes of length h, where neighboring sub-
volumes share an entire face, the diffusion propensity for
the mth molecule type from the sth subvolume to the qth
subvolume is given as [39, Eq. (1.6)]

αs,q,m =
Dm

h2
Us,m, (1)

assuming that subvolumes s and q share a face (otherwise,
αs,q,m = 0).

In AcCoRD, mesoscopic subvolumes can have different
sizes and so they might have faces that are only partially
shared. Thus, we need a more general expression to de-
scribe the diffusion propensity. As we considered for the
2D case in [22], we start with the propensity from a 1D
subvolume of length hs to one of a different length hq. This
was previously derived as [56, Eq. (15)]

αs,q,m =
2Dm

hs(hs + hq)
Us,m. (2)

The advantage of (2) over (1) is that (2) accounts
for the size of the destination subvolume while satisfying
Fick’s law for the diffusion flux. The impact is that a
molecule will be less likely to enter a larger neighbor than
one that is the same size. While this might be an un-
intuitive result, it can be shown that (2) will maintain a
uniform distribution of molecules between the two subvol-
umes whereas (1) will not.

Eq. (2) immediately applies to the 3D case if the face
shared by subvolume s with subvolume q is completely
covered by subvolume q. However, this does not always
occur in the 3D case. In [22], we scaled (2) by the relative
overlap length for the 2D case, i.e., the fraction of the
line segment that subvolume s shares with subvolume q.
Here, we consider the overlap area, Ao, which is the size
of the shared surface between subvolume s and subvolume
q (see Fig. 6). The likelihood of a molecule diffusing from
subvolume s to subvolume q should be scaled by Ao/h

2
s,

which is the fraction of the face of subvolume s that is
actually shared with subvolume q. Thus, we can write
the propensity for the mth molecule type to diffuse from
subvolume s to subvolume q as

αs,q,m =
2DmAo

h3
s(hs + hq)

Us,m. (3)
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Figure 6: Two 3D mesoscopic subvolumes that partially
overlap. The overlap area with size Ao is shown in aqua
blue. Such overlap areas can occur in order to accom-
modate regions that have subvolumes of different sizes or
complex environment geometries. In this example, the two
subvolumes actually have equal widths, i.e., hs = hq.

where Ao ≤ min{h2
s, h

2
q}.

4.2.2. Hybrid Diffusion Between Microscopic and Meso-
scopic Regimes

When both regimes exist, then we have hybrid diffu-
sion and we need to account for diffusion across the in-
terface between the two regimes. We adopt the transi-
tion rules described in [39]. The rules define how an indi-
vidual molecule in the microscopic regime can be placed
in a mesoscopic subvolume, and how a diffusion event in
a mesoscopic subvolume can result in a new microscopic
molecule. We summarize both processes here.

A molecule in the microscopic regime has two ways
to enter the mesoscopic regime. First, a molecule is au-
tomatically placed in a mesoscopic subvolume if its dif-
fusion trajectory crosses the subvolume. Otherwise, if
the molecule’s destination region (i.e., after diffusion) has
mesoscopic neighbors, then we still consider the possibil-
ity that the molecule entered the mesoscopic regime dur-
ing the time step (since actual diffusion is not along a
straight line). The probability that the molecule entered
mesoscopic region r within arbitrary time step δt, Pintra,
is given by [39, Eq. (1.9)]

Pintra = exp

(
− lr,ilr,f
Dmδt

)
, (4)

where {lr,i, lr,f} are the closest distances from the molecule
to region r at the start and end of the diffusion step,
respectively. We introduce a maximum distance lmax to
control computational requirements, i.e., (4) is ignored if
either of {lr,i, lr,f} are greater than lmax. Alternatively,
defining relatively small microscopic regions that neighbor
the mesoscopic regime will also limit the number of checks
using (4), although this will also increase the number of
checks for diffusion across microscopic region boundaries.

For molecules that originate in the mesoscopic regime,
we need to consider the propensity for a molecule to en-
ter the microscopic regime and where to place the molecule
when a diffusion event occurs. For ease of implementation,
we assume that if a mesoscopic subvolume is adjacent to
microscopic region r along some face, then the entire face
is shared with region r, i.e., the overlap area for subvol-
ume s is Ao = h2

s. Thus, the propensity for the mth
molecule type to diffuse from subvolume s to region r is
[39, Eqs. (1.10), (1.11)]

αs,r,m =
2

hs

√
Dm

π∆t
Us,m, (5)

which replaces (3) when the neighboring subvolume is in
a microscopic region. We note that (5) depends on the
microscopic time step ∆t, so a smaller time step will result
in a higher propensity to leave subvolume s.

If a diffusion event defined by the propensity in (5) oc-
curs, then a microscopic molecule must be created. Specif-
ically, tangential and normal coordinates must be chosen,
since the molecule is able to diffuse away from the meso-
scopic surface until the next microscopic time step. With-
out loss of generality in presentation (since any other ori-
entation is analogous), we assume that the diffusion event
occurs at a subvolume s whose shared face with the mi-
croscopic region is in the yz-plane and centered at the ori-
gin with the microscopic region in positive x, as shown in
Fig. 7. Then, the probability distribution to initialize the
microscopic molecule in the x-direction is [39, Eq. (1.12)]

fx(x) =

√
π

4Dm∆t
erfc

(
x√

4Dm∆t

)
, x > 0, (6)

where erfc (ξ) = 1 − erf (ξ) is the complementary error
function (from [57, Eq. (3.1.2)]), and the error function is
[57, Eq. (3.1.1)]

erf (ξ) =
2√
π

ξ∫
0

exp
(
−γ2

)
dγ. (7)

As presented in [24, Eq. (35)], an efficient approxima-
tion to sample from the distribution in (6) is to generate
a uniform random number u between 0 and 1 and then x
is

x =
0.729614u − 0.70252u2

1− 1.47494u + 0.484371u2

√
2Dm∆t. (8)

For the tangential directions {y, z} there are two mod-
els presented in [39]. Both models make assumptions
about the relative size of the mesoscopic subvolumes in
order to simplify the infinite sum that appears when bal-
ancing the diffusion distributions at the interface. The
models either assume that the mesoscopic subvolumes are
relatively small (i.e., that the spatial resolution of the
mesoscopic regime is comparable to that of the micro-
scopic regime) or that the subvolumes are relatively large
(i.e., that the spatial resolution of the mesoscopic regime
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Figure 7: View of hybrid interface between a mesoscopic
subvolume (“MESO”) and a microscopic region (“MI-
CRO”). Coordinates are consistent with the microscopic
molecule placement distributions in (6), (9), and (10).

is larger than that of the microscopic regime). In the first
model, where the mesoscopic subvolume is assumed to be
relatively small, the model assumes that hs ∼

√
Dm∆t as

hs → 0 and ∆t → 0. This assumption, which is adopted
by the hybrid implementation in Smoldyn (see [41]), uses
a triangular distribution to place the molecule along each
tangential dimension, i.e., [39, Eq. (2.14)]

fy(y) =
1

hs

(
1− |y|

hs

)
, −hs < y < hs, (9)

for y (and analogously for z). In the second model, where
the subvolume is assumed to be relatively large, the model
assumes that hs �

√
Dm∆t. This results in a uni-

form distribution along each tangential dimension, i.e., [39,
Eq. (2.16)]

fy(y) =
1

hs
, −hs

2
< y <

hs
2
, (10)

for y (and analogously for z). We implement both the
large and small hybrid subvolume models in AcCoRD, so
the user can choose the most appropriate model in consid-
eration of the relative size of the subvolumes at the hybrid
interface.

4.3. Chemical Reaction Kinetics

The accurate modeling of a chemical reaction relies on
knowledge of the reaction’s elementary steps, which de-
scribe the actual reaction steps that occur at the molecular
level; see [11, Ch. 9]. If a reaction’s elementary steps are
known, then the reaction kinetics can be determined and
simulation is possible. The three common classes of ele-
mentary reactions are zeroth order, first order, and second
order (higher order elementary reactions, which rely on the
unlikely simultaneous collision of three or more molecules,
are very rare). Here, we describe each of the three com-
mon orders and how they are simulated. We also discuss
the special cases of surface reactions.

4.3.1. Zeroth Order Reactions

Zeroth order reactions are of the form

∅ k0−→ Products, (11)

such that product molecules are spontaneously created in
the propagation environment. The zeroth order reaction
rate constant, k0, with units mol · s−1m−3, specifies the
number of molecules created per second per cubic meter
of solvent. When a zeroth order reaction is defined on a 2D
surface, we define the reaction rate with units mol·s−1m−2.
We note that a true zeroth order chemical reaction is un-
physical, but it models a source that adds molecules to
the environment at some rate. In fact, we implement the
addition of molecules by active actors as zeroth order re-
actions with a time-varying rate that is modulated by its
data sequence (unless the actor is configured to release its
molecules instantaneously).

A zeroth order reaction is a Poisson process, i.e., the
times between reaction events are continuous, indepen-
dent, and have a constant rate; see [58, Ch. 5]. Realiza-
tions of the time tc between consecutive events of zeroth
order reaction c with rate k0 = kc in region r can be ob-
tained by generating exponential random variables via the
inverse transform method, i.e., [58, Ch. 15]

tc = − log u

kcVr
, (12)

where u is an independent random number uniformly dis-
tributed between 0 and 1, Vr is the volume (or area if ap-
plicable) of region r, and log is the natural logarithm. In
the microscopic regime, we create molecules on a continu-
ous timescale, so zeroth order reactions are directly simu-
lated using (12). Molecule locations are created uniformly
within the region. In the mesoscopic regime, we need to
represent the reaction with a corresponding propensity.
We will see in Appendix C.4 that all events in the meso-
scopic regime occur at times according to a sequence of
exponential random variables. For zeroth order reaction
c, the propensity in subvolume s is [56, Eq. (6)]

αs,c = kcVs, (13)

where Vs is the volume (or area) of subvolume s.
In the case of actor a being active and releasing

molecules at random times, we use (12) in both the micro-
scopic and mesoscopic regimes by replacing Vr with the
actor volume Va. This simplifies the implementation by
minimizing changes to the mesoscopic algorithm when an
actor starts or stops adding molecules. When an active ac-
tor creates a molecule that should be placed in the meso-
scopic regime, then it is added to the corresponding sub-
volume.

4.3.2. First Order Reactions

First order (or unimolecular) reactions are of the form

A
k1−→ Products, (14)
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such that an A molecule needs to exist and it is trans-
formed into one or more products at a rate k1, which has
units s−1. In the mesoscopic regime, the propensity of first
order reaction c with rate k1 = kc in subvolume s is [56,
Eq. (6)]

αs,c = kcUs,m, (15)

where the reactant is a molecule of type m. Product
molecules are placed in the same subvolume as the reac-
tant.

Our implementation of first order reactions in the mi-
croscopic regime is more involved. If a non-surface reac-
tion c is the only first order reaction for which a molecule
of type m is the reactant, then the probability of a given
molecule of type m reacting within arbitrary time interval
δt is [15, Eq. (13)]

Pr (Reaction c) = 1− exp (−kcδt) , (16)

but if the molecule can participate in multiple non-surface
first order reactions, then the probability of reaction c oc-
curring is [15, Eq. (14)]

Pr (Reaction c) =
kc∑
km,1

[
1− exp

(
−δt

∑
km,1

)]
,

(17)
where

∑
km,1 is the sum of the rate constants of all non-

surface first order reactions for which a molecule of type m
can be a reactant. For both (16) and (17), we can simulate
whether reaction c occurs by generating a uniform random
variable u and comparing it with the corresponding prob-
ability.

In AcCoRD, we implement non-surface first order reac-
tions in the microscopic regime on a continuous time scale,
which makes the accuracy of these reactions independent
of the microscopic time step ∆t. So, when first order reac-
tion c occurs and at least one product molecule is created,
we need to determine the precise reaction time within the
current microscopic time step. We consider the time in-
terval [0,∆t], i.e., relative to the current microscopic step.
Generally, we assume that the candidate reactant molecule
was created within this interval at time ti, i.e., 0 ≤ ti < ∆t
(and if the molecule previously existed, then ti = 0). The
time remaining for this molecule to react is δt = ∆t − ti.
From mesoscopic theory, we can generate the reaction time
for a first order reaction as an exponential random variable
via

t1 = − log u∑
km,1

, (18)

but this time is unconstrained. We need to generate a
constrained exponential random variable so that the reac-
tion time t1 ∈ [0, δt). We can achieve this by constraining
the uniform random variable u. If we set t1 = δt and re-
arrange (18), then we can determine that the minimum
value of u is

umin = exp
(
−δt

∑
km,1

)
. (19)

Thus, the time of reaction c can be simulated using
(18), where u is between umin and 1. The reaction time of
reaction c relative to the current microscopic time step is
then tc = ti + t1.

The absorption and membrane surface reactions, where
a molecule in solution interacts with a surface, are special
cases of first order reactions that can only occur if the
molecule attempts to diffuse across the surface. Further-
more, their corresponding reaction rates are more strictly
referred to as reaction coefficients with units m/s. Given
that a molecule’s diffusion trajectory intersects a reactive
surface, then the surface reaction occurs with some proba-
bility. If the reaction does not occur, then the molecule is
reflected off of the surface. We adopt the surface reaction
probabilities derived for Smoldyn in [24], which apply to
surfaces in the microscopic regime. For clarity of exposi-
tion, the surface reaction probabilities and details for plac-
ing product molecules are described in Appendix B. The
primary difference between Smoldyn’s implementation and
AcCoRD’s is that surface reactions in AcCoRD occur over
the sub-microscopic time interval δt ≤ ∆t, which is based
on a molecule’s creation time. However, in order to adopt
the analysis in [24], we generally assume (unless otherwise
noted) that the precise reaction times for surface reactions
are unknown. Thus, the accuracy of absorption and mem-
brane reactions depends on the microscopic time step.

As noted in [24], it is most accurate to also consider the
possibility that a molecule reacts with a surface even if its
diffusion trajectory does not intersect the surface. This
is analogous to considering that a microscopic molecule
might enter and exit the mesoscopic regime within the time
step, which occurs with probability (4) when the reactive
surface is a flat plane. The author of [24] claimed that the
corresponding potential for improving accuracy is mini-
mal, so we also ignored this possibility in AcCoRD’s im-
plementation. However, given the small time steps that are
needed for accurate surface reactions in Section 7, we can
re-visit the benefits of this simplification in future work.

4.3.3. Second Order Reactions

Second order (or bimolecular) reactions are of the form

A +B
k2−→ Products, (20)

i.e., an A molecule collides with a B molecule and they
are transformed into one or more products at a rate k2,
which has units mol−1s−1m3 (in 3D). In the mesoscopic
regime, the propensity of the second order reaction c with
rate k2 = kc in subvolume s is [56, Eq. (6)]

αs,c =
kcUs,AUs,B

Vs
, (21)

where Us,A is the number of A molecules and Us,B is the
number of B molecules in subvolume s, respectively. The
product Us,A ·Us,B represents the number of potential re-
active collisions between specific A and B molecules. A
subvolume clearly needs both reactants present in order
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for a reaction to be possible. When reaction c occurs, the
product molecules are placed in the same subvolume as the
reactants. If both reactants in reaction c are the same type
of molecule, i.e., if A ≡ B, then Us,B in (21) is replaced
with (Us,A−1) because an A molecule cannot collide with
itself.

The implementation of second order reactions in the
microscopic regime is distinct from zeroth order and first
order reactions. The stochastic behavior of second order
reactions is achieved via the randomness of diffusion. In-
stead of defining a reaction probability, a reaction is char-
acterized by a binding radius rB; see [15]. Thus, reaction
c occurs if reactants A and B are separated by a distance
of less than rB after diffusing.

In general, determining the value of rB from reaction
rate k2 is non-trivial. In [15], closed-form expressions for
the binding radius are described in the limits of very small
and very large time steps, i.e., when the mutual displace-
ment of the reactants in one time step is much smaller and
much larger than the binding radius, respectively. Other-
wise, lookup tables are presented in the supplementary
information of [15] to determine rB for a given k2, time
step, and mutual diffusion coefficient (i.e., the sum of the
diffusion coefficients of the reactants).

Another complication with bimolecular reactions is
when they are reversible. A bimolecular reaction’s reverse
reaction should also define an unbinding radius rU as an
initial separation distance between the products. The un-
binding radius is intended as a balance to ensure that the
“forward” bimolecular reaction occurs at the correct fre-
quency. Lookup tables to determine the binding radius in
[15] include the unbinding radius for reversible bimolecular
reactions.

In AcCoRD, the user must define the binding and un-
binding radii explicitly. For a given candidate reactant
molecule, we check the coordinates of every correspond-
ing candidate reactant that is in the same region or in a
neighboring region. Currently, we only apply the unbind-
ing radius for the products of second order reactions so
that we can model collisions between spherically-shaped
molecules with non-negligible volumes. Also, since second
order reactions are determined after diffusion for the cur-
rent time step, any given molecule can only participate in
up to one second order reaction in a single time step, either
as a reactant or a product, so the accuracy of microscopic
second order reactions is sensitive to the time step.

5. AcCoRD Algorithms and Complexity

In the previous section, we focused on modeling the
individual reaction and diffusion phenomena. In this sec-
tion, we describe the structure of AcCoRD’s simulation
algorithms. First, we discuss the overall algorithm. Then,
we comment on the computational complexity of the mi-
croscopic and mesoscopic models, including how to select
appropriate values for the microscopic time step and the

mesoscopic subvolume size. Specific details of the primary
simulation steps are described in detail in Appendix C.

The most significant demands on memory usage are
for tracking molecules in the microscopic regime and sub-
volumes in the mesoscopic regime. We will discuss these
tasks in greater detail in Appendix C.3 and Appendix
C.4, respectively, but we introduce them here so that we
can discuss their use in other stages of the simulation. Mi-
croscopic molecules are stored in linked lists, which can be
easily modified as needed when molecules are created or
removed. We maintain two lists for every type of molecule
in every region. One list is for “recent” molecules that
were created within the current microscopic time step.
Each recent molecule was created at some time ti, where
0 ≤ ti < ∆t, and has its own individual time step, i.e.,
∆t − ti. The other list is for all “normal” molecules that
were created before the current microscopic time step, and
which do not need the additional memory for an individ-
ual time step. Generally, we add molecules to the corre-
sponding “recent” list when they are first created and then
transfer them to the “normal” list after their first diffusion
step.

In the mesoscopic regime, there is a constant number of
subvolumes. Thus, we maintain arrays of subvolume struc-
tures where each structure describes a single subvolume.
For each subvolume, we store the identities of its neigh-
boring subvolumes, the number of each type of molecule
present, and the propensities of all potential reactions as
calculated in Section 4.

5.1. Overall Algorithm

The overall AcCoRD algorithm is presented in Algo-
rithm 1. The two input arguments are the configuration
filename CONFIG and the seed number ψ for the random
number generator (RNG). In line 2, the configuration text
file is parsed and read to determine the simulation param-
eters. The initialization step in line 3 performs routine
tasks such as memory allocation and initializing the RNG,
but also does the following:

• Determine which regions are neighbors and which
region subvolumes are neighbors.

• Determine where actors are placed relative to the
regions.

• Define the network of chemical reactions.

• Initialize reaction and diffusion propensity calcula-
tions for mesoscopic subvolumes.

• Create the simulation output files.

The outer simulation loop in the AcCoRD algorithm
starts at line 4 and executes the number of independent
realizations specified by the configuration. At the start of
each realization, the physical environment is reset to its
“initial” state, i.e., with no molecules present in any re-
gion. At the end of each realization, at line 20, we write the
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Algorithm 1 Overall AcCoRD Algorithm

1: procedure AcCoRD(CONFIG, ψ)
2: Load configuration specified by CONFIG
3: Initialize system
4: for Each realization do
5: Reset the environment
6: tcur ← 0
7: while tcur ≤ tend do
8: Find next simulation step
9: if Next step is active actor a then

10: Active Action(a)
11: else if Next step is passive actor a then
12: Passive Action(a)
13: else if Next step is microscopic then
14: Microscopic Step
15: else . Next step is mesoscopic
16: Mesoscopic Step
17: end if
18: Update tcur

19: end while
20: Write observations to file
21: Display progress
22: end for
23: Cleanup
24: return
25: end procedure

observations of the specified actors to the primary simula-
tion output file. We then update the simulation progress to
the console (as specified; the configuration file defines the
frequency of progress updates). After the simulation loop,
the cleanup step in line 23 writes a summary of the sim-
ulation execution to a separate summary file and releases
all allocated memory.

The core of the overall algorithm is the evolution of
the system in a single realization from time tcur = 0 until
time tcur > tend. The system evolves as a series of steps.
The four possible steps are: 1) Action by an active actor;
2) Action by a passive actor; 3) Evolution of the micro-
scopic regime; and 4) Evolution of the mesoscopic regime.
These four steps are discussed in detail in Appendix C.
AcCoRD has an actor-based design with a hybrid of sim-
ulation regimes, so steps do not occur in a predetermined
order. Instead, every actor and each simulation regime has
its own internal timer that defines when the corresponding
step should be executed. All timers are sorted in a prior-
ity queue. The current step is determined in line 8 by the
timer whose value equals tcur. Once the corresponding be-
havior is executed, the timer is updated. Then, in line 18,
the queue is re-sorted and the new time tcur is determined
from the new lowest timer value. This flexible design en-
ables actors to behave at any frequency and accommodates
the execution of both microscopic and mesoscopic simula-
tion models.

5.2. Computational Complexity

We focus our discussion of AcCoRD’s computational
complexity by discussing the factors that impact the ex-
ecution speed. Specifically, we consider the running time
of the microscopic and mesoscopic evolution steps. These
two steps generally consume an overwhelming majority of
a given simulation’s total run time, such that the time re-
quired to execute actor behavior and the overall AcCoRD
algorithm is usually negligible. With the environment con-
figurations that we have tested, execution speed has been
considerably more of a bottleneck than the required com-
puter memory. However, we also comment briefly on con-
siderations for memory usage.

5.2.1. Mesoscopic Complexity

The speed of simulation in the mesoscopic regime de-
pends on the number of events, i.e., chemical reactions
within individual subvolumes or diffusion between adja-
cent subvolumes, and the time to execute each event. Ev-
ery mesoscopic simulation step executes a single event.
Each simulation has a specified end time tend, so the num-
ber of events is inversely proportional to the time between
individual events. The time until the next mesoscopic
event is inversely proportional to the total propensity αT,
which is the sum of all possible individual event propen-
sities (we described the calculation of propensities in Sec-
tion 4, and we discuss the generation of event times from
propensities in Appendix C.4). Thus, by inspection of
the propensity equations, we can infer the event frequency
and therefore simulation run time complexity for different
events.

The time required to simulate diffusion in the meso-
scopic regime between subvolumes of the same size can
be inferred from (1), i.e., the number of diffusion events
of molecule type m out of subvolume s grows with
O
(
DmUs,m/h

2
s

)
, where O (·) refers to big O notation.

Clearly, computation time will increase by increasing the
diffusion rate, increasing the number of molecules, or de-
creasing the subvolume size. The same observation can be
made by considering the diffusion between subvolumes of
different sizes in (2), but from (5) the number of diffusion
events from the subvolume to an adjacent microscopic re-
gion grows with O

(√
DmUs,m/hs

)
. We emphasize that

the number of molecules can be time-varying, so the over-
all diffusion simulation speed is also time-varying.

Unlike diffusion, which always adds a molecule in one
subvolume after removing it from another, the number of
chemical reaction events in the mesoscopic regime depends
on the net change in the total number of molecules due to
each reaction. The number of zeroth order reactions is
independent of the number of molecules, since they have
no reactant. From (13), we can deduce that the number of
instances of zeroth order chemical reaction c in subvolume
s grows with O (kcVs).

First and second order reactions do depend on the cor-
responding number of molecules. From (15), we conclude
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that the number of instances of first order reaction c in sub-
volume s with reactant m grows with O (kcUs,m). From
(21), we find that the number of instances of second order
reaction c in subvolume s with reactants A and B grows
with O (kcUs,AUs,B/Vs).

Now that we have established the growth in the num-
ber of mesoscopic simulation events, we comment on the
speed of executing a single event. This is described in
further detail in Appendix C.4, where it is shown that a
mesoscopic step takes O (logNSub +NEvent) time, where
NSub is the total number of subvolumes and NEvent is the
total number of possible events in the current subvolume
(i.e., the sum of all reaction and diffusion events).

Given the above discussion, and assuming that there
are no hybrid interfaces, we can write the overall complex-
ity of the mesoscopic model run time as

Cmeso =O

(
tend

[ ∑
ΩSub

(∑
m

DmUs,m
h2
s

+
∑
k0

k0Vs +
∑
k1

k1Us,k1 +
∑
k2

k2Us,k2,1Us,k2,2
Vs

)]

× (logNSub +NEvent)

)
, (22)

where the summations are over all mesoscopic subvolumes,
all types of molecules in subvolume s, and all zeroth,
first, and second order reactions in subvolume s, respec-
tively. Us,k1 is the number of molecules in subvolume s
that are the reactant associated with reaction rate k1, and
Us,k2,1Us,k2,2 is the product of the corresponding numbers
of reactants associated with reaction rate k2. tend is the
simulation end time, assuming that it starts at t = 0. If
hybrid interfaces are present, then we must include in (22)
a summation of

√
DmUs,m/hs over molecule types for the

subvolumes that are adjacent to a microscopic region.
From (22), using more subvolumes will increase both

the number of simulation events and the time to execute
each event. Thus, one factor in the selection of subvol-
ume size is the simulation run time. However, it is not the
only factor, and in fact there are practical bounds that
constrain subvolume size for an accurate simulation, par-
ticularly if bimolecular reactions can occur. For example,
as defined in [31, Eq. (7)], a 3D subvolume will only be
“well-mixed” (such that the second order reaction propen-
sity in (21) is accurate) if the subvolume length hs is much
less than

√
6Dtc, where tc is the characteristic time of the

fastest bimolecular reaction. Alternatively, if subvolumes
are too small, then bimolecular reaction propensities will
depend on reactant molecules in neighboring subvolumes.
A lower limit on 3D subvolume size for a given bimolecular
reaction was calculated in [59] to be about 3.2rB, where rB

is the binding radius of the two reactants. For subvolumes
smaller than this limit, corrections are needed to modify
the bimolecular reaction propensity, but such changes are
outside the scope of this work.

5.2.2. Microscopic Complexity

Unlike the mesoscopic regime, the frequency of micro-
scopic steps in simulation time does not vary over the
course of the simulation. Instead, the number of micro-
scopic simulation steps is explicitly defined by the constant
simulation time step ∆t as dtend/∆te+ 1, where d·e is the
ceiling function. Generally, a smaller time step increases
the simulation accuracy, but as with subvolume size there
are practical limits to consider. In order to assume Brow-
nian motion, the time step must be large enough to ig-
nore hydrodynamic memory effects, which occur over time
scales less than t = γ2ρ/η, where γ is the diffusing molecule
radius, ρ is the fluid density, and η is the fluid viscosity4;
see [60]. For time steps that are too large, interactions be-
tween a molecule and environmental features (especially
surfaces and other boundaries) will be modeled inaccu-
rately, since we generally consider straight line diffusion
trajectories. A simple bound is to consider a molecule’s
root mean square distance along each dimension in one
time step, i.e.,

√
2D∆t. This distance should be much

smaller than the resolution of the smallest environmental
features.

As we discuss in Appendix C.3, a microscopic simu-
lation step has separate stages for zeroth order reactions,
non-surface first order reactions, diffusion (with surface re-
actions), and second order reactions. From the run time
complexity results in Appendix C.3, we can write the
overall complexity of the microscopic model run time as

Cmicro =O

(
tend

∆t

∑
Ωmicro

[∑
k0

k0Vr +
∑
k1

k1Nk1,r

+Nmicro,r|Ωneigh,r|

+
∑
k2

Nk2,1,r

(
Nk2,2,r +

∑
w∈Ωneigh,r

Nk2,2,w

)])
,

(23)

where each summation is over the set of microscopic re-
gions, the set of corresponding chemical reactions (i.e.,
zeroth, first, and second order with rates k0, k1, and k2,
respectively), and the set of regions Ωneigh,r that neighbor
region r. Vr is the region’s volume, Nk1,r is the number
of reactant molecules for the first order reaction associ-
ated with rate k1, Nmicro,r is the number of molecules
in region r, and |Ωneigh,r| is the total number of regions
that are neighbors to region r. Nk2,1,r and Nk2,2,r are the
numbers of first and second reactant molecules in region
r for the second order reaction associated with rate k2,
and Nk2,2,w is the corresponding number of second reac-
tant molecules in neighboring microscopic region w. The
termNmicro,r|Ωneigh,r| represents the cost for diffusing each

4Using typical values for water density (103 kg/m3) and viscosity
(10−3 kg/(m · s)), and molecule radii on the order of less than 10 nm,
hydrodynamic memory effects would occur on a time scale of less
than 1 ns, which is much less than the smallest microscopic time
steps considered in this paper.

18



molecule and verifying its trajectory, including testing for
entering the mesoscopic regime.

We can compare the complexity in computational run
time of the mesoscopic and microscopic models by com-
paring (22) and (23). Both rely on the characteristic pa-
rameters that define each regime, i.e., time step in the mi-
croscopic model and subvolumes in the mesoscopic model.
However, they show similar sensitivity to all three orders
of chemical reactions. We will gain more specific insights
into the time for simulating diffusion by measuring simu-
lation run times in Section 7.

5.2.3. Memory Usage

Finally, we comment on memory usage. AcCoRD’s
greatest memory demands are to store information about
the individual subvolumes and the individual molecules.
Subvolumes are used in both the mesoscopic and micro-
scopic regimes, although more memory is used for each
subvolume in the mesoscopic regime in order to: 1) count
the number of each type of molecule in the subvolume,
and 2) track the subvolume’s place in the indexed pri-
ority queue to determine when its next event will occur.
Memory for individual molecules is needed in microscopic
regions, and also to store molecule locations (from both
regimes) before a realization’s observations are written to
the output file. Generally, if too much memory is required,
then we can either represent mesoscopic regions with fewer
subvolumes or have fewer molecules in the microscopic
regime.

6. Using AcCoRD

In this section, we describe the general work flow for an
AcCoRD user. This section does not provide step-by-step
instructions; a user can refer to the online code documen-
tation for specific details on the latest version; see [21].
The online documentation includes installation and usage
instructions, descriptions of all configuration options, and
many sample configuration files. We described the for-
mat of a configuration file in Section 3. Here, we focus
on AcCoRD’s usability, and we intend for this section to
accommodate future updates to the code.

6.1. Preparing a Simulation

Every simulation is based on the environment and be-
havior specified in a configuration file. The sample con-
figuration files are intended to be copied and renamed for
modification. To confirm that the environment is designed
as intended (i.e., with the correct size and relative place-
ment of objects), the user can draw the regions and actors
via a configuration plotting function in MATLAB. For ex-
ample, every figure with a sketch in this paper (with the
exception of Fig. 6) was prepared using an AcCoRD con-
figuration file and the plotting function.

The AcCoRD simulator is compiled as a single exe-
cutable file. Executables and build scripts are currently

provided for Windows and Linux operating systems. The
executable can be called directly from a command line
interface, and it is also possible to run the simulator re-
motely on a computing cluster (such as those operated by
Compute/Calcul Canada, which were used for many of the
simulations in Section 7). Providing a seed for the random
number generator at run time will over-ride the seed de-
fined in the configuration file. The intent is that a user can
distribute the computing load of a simulation by running
different realizations on different processors; providing a
unique seed in each call will avoid repeated realizations.

6.2. Running a Simulation

To facilitate automated or remote execution, a sim-
ulation normally runs without any input from the user.
The command line interface displays a brief summary of
the configuration, including the number of regions, actors,
and subvolumes. It also shows the relative directory where
the simulation output is being written. We use a timer
to measure the duration of every realization and provide
updates on the estimated time remaining under the as-
sumption that each realization will execute in comparable
time. The total simulation time, i.e., the time required
to execute the for-loop in Algorithm 1 on page 17, is also
displayed at the end.

AcCoRD can return warnings or errors at run time. In
general, we use warnings to indicate invalid or missing con-
figuration information that can be replaced by hard-coded
default values. We use errors to deal with memory alloca-
tion problems or identify invalid configuration information
that is too late to automatically correct (for example, re-
gions that are nested improperly). Warnings and errors
are described in the command line with corresponding de-
tails, such as the name of the region, actor, or reaction
that led to the warning or error. By default, the creation
of any warnings during the loading of the configuration
will pause the simulation and prompt the user to continue
(especially since the “corrected” configuration may not be-
have as intended or may lead to other errors). Any errors
will terminate the simulation.

6.3. Post-Processing

Running a simulation once, i.e., with one seed value,
generates two output files that are both labeled with the
corresponding seed number. A summary file is in JSON-
format and it describes the information in the custom-
formatted primary output file. This information includes
how many actors were being recorded and how much data
is associated with each actor. All post-processing utili-
ties were developed in MATLAB and the user can load
simulation output with an import function. By specifying
multiple seed values, multiple pairs of output files can be
imported and aggregated simultaneously. For example, a
simulation that was repeated 10 times (with 10 different
seeds) and simulated 1000 realizations with each seed can
be imported as a single simulation with 104 realizations
and saved to a MATLAB mat-file.
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We have a number of visualization tools for AcCoRD’s
simulation output. Current options include the following:

1. Visualizing individual molecules in an animation or
video. We combine the configuration plotting tool,
which displays the specified regions and actors, with
plots of individual molecules at locations observed
by passive actors within a single realization. A user
generally has full control over what simulation com-
ponents are displayed, what time interval is viewed,
how the camera is controlled (can be static or dy-
namic), and whether to create a series of figures or
an exported video file. Custom overlay information
can include a simulation progress timer or a display
of the number of molecules of some type observed by
one of the passive actors. A total of eight videos are
included in [23].

2. Plotting the time-varying signal as a curve. Curves
can correspond to individual realizations or be aver-
aged over any subset of realizations in the imported
simulation file. It is also possible with the same syn-
tax to add curves of user-defined data, so a user can
add analytical results or other information.

3. Plotting the signal’s statistical distribution as a
probability mass function (PMF) or cumulative dis-
tribution function (CDF). These empirical distribu-
tions are determined from a specified subset of sim-
ulation realizations, and can be time-varying (i.e.,
drawn as a 3D surface) or averaged over multiple
observation times (i.e., drawn as a 2D curve). Anal-
ogous to plotting the time-varying signal, we can
also plot analytical distributions based on a user-
defined trial probability (i.e., probability of observ-
ing a given molecule) and number of trials (i.e., num-
ber of molecules). A distribution can be Binomial or
either the Poisson or Gaussian approximation of the
Binomial distribution. We review these distributions
in Appendix D.

4. Plotting the signal’s time-varying mutual informa-
tion relative to one or more reference observations
in 2D and 3D, respectively. Mutual information can
be used as an indicator of observation independence,
as we considered in [61]. Consecutive observations
that are not sufficiently separated in time will be
identical and have mutual information equal to the
entropy of the signal. Observations that are suffi-
ciently separated in time should be independent and
have zero mutual information. Since “zero” mutual
information cannot be measured directly from a fi-
nite number of samples (see [62]), a user can also
plot Monte Carlo mutual information, which mea-
sures the mutual information between finite samples
of independent Binomial random variables. We re-
view the calculation of mutual information in Ap-
pendix D.

Communications performance metrics such as the bit
error rate (BER) depend on the specific design of the re-

ceiver’s detector. AcCoRD does not impose a specific de-
tector design. By making the receiver observations avail-
able for post-processing in MATLAB, a user can readily
implement their own detector off-line and measure its per-
formance. Utilities that implement common detector de-
signs will be added in a future update. Also, the future
implementation of dependent actors will include detectors
as part of the online simulation.

7. AcCoRD Simulation Results

In this section, we present a series of simulation results
generated by AcCoRD. Our overall aim is to demonstrate
the functionality and the accuracy of the software, includ-
ing its design as a “sandbox” reaction-diffusion solver and
its generation of output that is suitable for signal process-
ing (including communications analysis). All results were
generated using version 0.7 or 0.7.0.1 and can be equiva-
lently generated by version 1.0. Some results have accom-
panying videos in [23] to show a sample of the evolution
of the environment with a reduced number of molecules.
These videos are also summarized in Appendix E. Gen-
erally, we have avoided focusing on results that we have
already presented in preliminary work with earlier versions
of AcCoRD. These earlier results include a study on the
choice of statistical distribution to describe the number of
observed molecules in [26], a demonstration of a system
with a large number of molecule sources in [63], a study
on the accuracy of the assumption that a transmitter is
a point source in [25], and a direct comparison between
passive and absorbing receivers in [64]. The reader may
refer to these earlier works for results from those specific
scenarios.

We consider four system environments in this section,
each with a series of variations. These systems are rep-
resentative of AcCoRD’s features but in consideration of
space they are not comprehensive5. We now summarize
each system and its contribution to our study. There is at
least one video in [23] for each system.

System 1 is a bounded rectangular environment, as
shown in Fig. 8 and also in Fig. 1 on page 3. In Sec-
tion 7.1, we use System 1 to study the accuracy of using
a hybrid of microscopic and mesoscopic simulation mod-
els for a diffusion-only environment. We also verify the
accuracy of (3) to describe the transition rate between
mesoscopic subvolumes of different sizes. We measure the
distribution of molecules observed in different parts of the
system, the mutual information between consecutive ob-
servations at a given location, and the simulation run time.

System 2 is a long rectangular rod with a perfectly-
absorbing surface at one end, as shown in Fig. 2 on page 3.

5Specifically, we do not simulate a reversible first order reaction
in solution or use bimolecular reactions to model molecule crowding.
However, sample configurations for these cases are included with the
source code in [21]. We also only consider “steady state” reaction
probabilities for surface reactions that have finite reaction rates.
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Figure 8: Layout of the hybrid environment in System
1. Both regions are cubes. The variation shown has
a mesoscopic region (MESO) with subvolumes of width
h = 0.8µm. The red and yellow areas of the microscopic
(MICRO) region have a depth of 0.32µm and are observed
by passive receivers. A sample video of the simulation of
this environment is available as Video 2 in [23].

System 2 is used as an example of a hybrid environment
with both diffusion and chemical reactions. In Section 7.2,
we compare the accuracy of the fully microscopic model
with that of the hybrid model at different locations along
the rod. We vary the location of the hybrid interface and
also measure the simulation run time.

System 3 has two large concentric spherical surfaces
and places molecules between them, as shown in Fig. 3
on page 4. Every molecule can either adsorb to one of
the surfaces or transition through it (i.e., the surface is a
membrane). The size of this system makes it locally 1D so
that it is analogous to the environment considered in [24,
Fig. 6a]. Thus, this system is used in Section 7.3 to verify
our implementation of the surface reaction probabilities
that were derived in [24] (and summarized in Appendix
B), while also verifying the accuracy of the collision de-
tection and reflection off of spherical surfaces (which are
geometric problems whose details are outside the scope of
this paper).

Finally, System 4 considers a point molecule source
transmitter and a spherical receiver, as shown in Fig. 4
on page 4. This system and its variations have been com-
monly studied in the MC literature, cf. [13, 65, 66, 67].
In Section 7.4, we consider the channel impulse response
at a passive receiver when the system is unbounded ver-
sus having an absorbing or reflecting outer boundary. We
also consider the impulse response with degradation while
diffusing. To do so, we compare a first order degradation
reaction with enzyme-mediated degradation via Michaelis-
Menten kinetics (see [11, Ch. 10]). We measure the time-
varying PMF at a passive receiver when the transmitter
releases a series of finite pulses of molecules. We also ver-
ify the impulse response when the receiver has a fully- or
partially-absorbing surface.

7.1. System 1: Hybrid and Multi-Scale

The layout of System 1 is a box as shown in Fig. 8, with
a width and depth of 3.2µm and a length of 6.4µm. We
first divide the environment into two cubic halves, where
one half is microscopic with a time step of ∆t = 0.5 ms and
the other half is mesoscopic with subvolumes of a uniform
size that we vary from h = 0.1µm to h = 3.2µm. We
place two observers in the microscopic region (one at the
hybrid interface and the other at the opposite end of the
region; shown in red and yellow, respectively, in Fig. 8),
and each is a passive actor with a depth of 0.32µm so
they observe 10 % of the microscopic region, respectively.
An active actor uniformly initializes 1000 molecules with

a diffusion coefficient of D = 10−10 m2

s throughout the en-
tire system at time t = 0, and the passive actors observe
the system at intervals of 0.01 s for 1 s (i.e., 100 observa-
tions). With these parameters, the average diffusion dis-
tance of a microscopic molecule along one dimension in one
time step is

√
2D∆t ≈ 0.32µm. Thus, the range of sub-

volume sizes include subvolumes that are relatively small
(i.e., h ∼

√
D∆t) and relatively large (i.e., h �

√
D∆t),

so we can compare rules (9) and (10) when determining
the tangential placement of molecules that enter the mi-
croscopic region from a mesoscopic subvolume. We define
lmax = 10µm, so no molecules in the microscopic region
are excluded from the possibility of entering and exiting
the mesoscopic region during a diffusion step.

We seek to get a sense of the trade-offs of the hybrid
environment, including its speed and accuracy, when sim-
ulating diffusion. In this system, the hybrid interface be-
tween the microscopic and mesoscopic regions is relatively
large compared to the total size of the environment. Thus,
we expect that the accuracy will be very sensitive to that
at the interface, and that the simulation run time will be
very sensitive to the overhead introduced by having the
interface. The total simulation time of 1 s is long enough
a molecule’s expected displacement along each dimension
to be a few times larger than the entire system, so any
long term bias in the diffusion between regions should be
observable.

In Fig. 9, we simulate each value of h 104 times and
plot the probability mass function of all 100 observations
at each observer (as a single PMF for each observer con-
structed from 106 observations). We separately consider
the transition rules (9) or (10), i.e., assume that the meso-
scopic subvolumes are small or large, respectively. The
hybrid environments are compared with a variation where
the entire system is microscopic (i.e., where there is no hy-
brid interface). Video 2 in [23] shows a sample realization
when h = 0.8µm.

Given the uniform molecule distribution, we expect
that each PMF in Fig. 9 should have a peak value at about
50 molecules. This is the case for the benchmark micro-
scopic system. We observe that all hybrid variations in
Fig. 9 underestimate the actual number of molecules close
to the hybrid interface (see subplots (a) and (b)). We see
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Figure 9: Probability mass functions of number of
molecules observed in subregions of the hybrid environ-
ment in System 1. We observe 10 % of the microscopic
region closest to the hybrid interface (in (a) and (b)) and
10 % of the microscopic region furthest from the hybrid in-
terface (in (c) and (d)). The hybrid transitions are based
on the assumption that the mesoscopic subvolumes are
small (i.e., that h ∼

√
D∆t, in (a) and (c)) or that they

are large (i.e., that h �
√
D∆t, in (b) and (d)) relative

to the average diffusion distance (
√

2D∆t ≈ 0.32µm) in
the microscopic region. The arrows are in the directions
of the PMFs for increasing mesoscopic subvolume size h.
We plot h = {0.2, 0.4, 0.8, 1.6, 3.2}µm, except we omit the
h = 3.2µm case in (b) and (d) because its PMFs are in-
distinguishable from those when h = 1.6µm. Simulations
with h = 0.1µm were also performed, but the resulting
PMFs are indistinguishable from those when h = 0.2µm
so they are not shown.

that accuracy in subplot (a), i.e., when we assume that
h is small, improves with decreasing h. The accuracy in
subplot (b), i.e., when we assume that h is large, improves
with increasing h. However, none of the PMFs of the ob-
server close to the interface match the microscopic bench-
mark well when we assume that h is small. This inaccuracy
is most likely due to the hybrid transition rule for small
h, which does not account for the environment boundary
when molecules leave the mesoscopic regime. This can be
corrected in a future release of AcCoRD. The accuracy
is better when we consider the observer far from the in-
terface (subplot (c)), but is still not as accurate as the
corresponding case when we assume that the subvolumes
are large (subplot (d)). Again, this can be improved by
accounting for molecules crossing the environment bound-
ary when leaving the mesoscopic regime. Currently, the
accuracy appears to be much less sensitive to the subvol-
ume size when we assume that the subvolumes are large,
so we will only consider this assumption and use (10) for
the remainder of our results in this paper.

In Fig. 9, we collected all observations by a passive
actor into a single PMF and we did not consider the im-
pact of the observation times. It is interesting to consider
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Figure 10: Mutual information between observations as a
function of the time between the observations. The hybrid
environment in System 1 with h = 0.8µm is compared
with the non-hybrid (i.e., microscopic) version. Mutual
information between an equivalent number of randomly-
generated independent observations is shown as a lower
bound.

the impact of the hybrid interface on the joint observa-
tion statistics, since communications analysis and related
signal processing often relies on assuming independent ob-
servations; see [61, 68]. We address this idea in Fig. 10,
where we measure the mutual information using (D.14)
between consecutive observations as a function of time be-
tween when the observations were taken. We consider the
first observation as the reference time and vary the off-
set from 10−7 s to 10−2 s, i.e., most of the offsets shown
are smaller than the microscopic time step ∆t = 0.5 ms
used in Fig. 9. The mutual information for each offset is
calculated from 104 simulated observations, and we also
compare with the mutual information measured from 104

pairs of independently-generated random variables with
the same mean (i.e., 50) as a bound of “true” indepen-
dence6. We use base 2 for the logarithm in (D.14) so that
mutual information is measured in bits.

In Fig. 10, the only hybrid variation that we consider
is when h = 0.8µm, but similar results can be observed
with other subvolume sizes. When the observer is far from
the interface, i.e., at the edge of the environment, the mu-
tual information between observations is identical to that
when the entire system is microscopic. However, these ob-
servations are not truly independent until there is about
10 ms between them, i.e., more than an order of magnitude
longer than the microscopic time step in Fig. 9. In this
case, one cannot automatically assume that observations

6As we discuss in Appendix D, independent variables actually
have zero mutual information, but calculating mutual information
from a finite number of realizations generally results in a non-zero
value; see [62]. We use such a value here as an independence bound.
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taken more frequently than every 10 ms will be indepen-
dent.

There are two interesting observations about the mu-
tual information at the observer in the middle of the en-
vironment, i.e., at the interface in the hybrid case. First,
the mutual information in both system variations is less
than it is at the edge of the environment for the same
offset. This is because more molecules at the edge re-
flect off of the system boundary and remain within the
observer, so there are fewer molecule transitions into and
out of the observer and hence less uncertainty about the
values of consecutive observations. Second, the mutual in-
formation in the hybrid case is less than in the microscopic
system; the region transitions at the hybrid interface in-
troduce additional uncertainty in the molecule locations.
Determining the precise cause of this uncertainty at the
interface is an interesting problem for future work. Never-
theless, we observe that the mutual information between
observations in the middle of the environment tends to-
wards that measured for randomly-generated independent
observations for both simulation models.

It is also of interest to consider variations of System 1
that are entirely mesoscopic, and also to use subvolumes
of different sizes. We consider using mesoscopic subvol-
umes of size h = 0.4µm throughout the entire system, as
well as a variation where half of the environment is re-
placed with subvolumes of size h = 1.6µm, and compare
the corresponding observation PMFs in the middle of the
system with that of the microscopic benchmark in Fig. 11.
All three of these PMFs are practically indistinguishable,
which also verifies the transition rule that we derived for
mesoscopic subvolumes of different sizes in (3). Compara-
ble results can be observed using mesoscopic subvolumes
of other sizes.

Now that we have considered the accuracy of micro-
scopic, mesoscopic, and hybrid diffusion, we briefly con-
sider the simulation run times in Fig. 12. We measure the
average run time per realization as determined by running
at least 100 realizations on an Intel i7 desktop PC. The
run time of the fully mesoscopic system is clearly propor-
tional to the number of subvolumes, as expected from the
run time complexity expression in (22), and is many or-
ders of magnitude faster than the microscopic system when
the subvolumes are very large (e.g., in the limiting case of
h = 3.2µm, there are only two subvolumes). However, the
microscopic system is faster than the mesoscopic system
when the subvolumes are 0.4µm in size or smaller. As
expected, the run time of the multi-scale mesoscopic case,
which divides each half of the environment into subvolumes
of size h = {0.4, 1.6}µm, is between those when the envi-
ronment has subvolumes of only one of those sizes. The
run times in the hybrid variations are generally no faster
than when the entire system is microscopic. They become
faster than the mesoscopic system when the subvolumes
are smaller than 0.4µm. The run times are not an average
of the underlying microscopic and mesoscopic run times,
since the hybrid system also introduces a computational
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Figure 11: Probability mass functions of number of
molecules observed in a subregion in the middle of Sys-
tem 1 (5 % of the total size). We model the environment as
fully microscopic, fully mesoscopic with subvolumes of size
h = 0.4µm, or as fully mesoscopic where half of the sub-
volumes have size h = 0.4µm and the other half have size
h = 1.6µm (“MESO Multi-scale”). The corresponding
probability mass functions are practically indistinguish-
able.
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Figure 12: Simulation run times for the variations of Sys-
tem 1. The hybrid variations measured were those as-
suming that the subvolume size h was large. Run time
was averaged over at least 100 realizations of each vari-
ation on an Intel i7 desktop PC. The run time of the
multi-scale mesoscopic variation, with subvolumes of size
h = {0.4, 1.6}µm, is between that of the corresponding
mesoscopic variations with a uniform subvolume size.

overhead to manage the transitions between the two sim-
ulation models, as discussed in Appendix C.3 (especially
with such a large value of lmax = 10µm). We will consider
the potential benefits of the hybrid model in further detail
when we study System 2.

Finally, for completeness, we consider the PMFs of the
common statistical distributions using the parameters of
System 1. Specifically, in Fig. 13 we plot the binomial
PMF for 1000 trials that each have a success probability
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Figure 13: Probability mass function of a Binomial ran-
dom variable with 1000 trials and a trial success probabil-
ity of 5 %. This distribution, which matches the expected
behavior of the observations in System 1, is also compared
with the Poisson and Gaussian approximations of the Bi-
nomial. Both approximations show slight deviations from
the Binomial, particularly near the peak.

of 5 % (since there are 1000 molecules that have an uncon-
ditional probability of 5 % of being observed by a given
passive actor), and the Poisson and Gaussian approxima-
tions of that PMF. The Binomial PMF is identical to that
of the microscopic system (which we do not plot again in
Fig. 13; refer to Figs. 9 and 11). Both approximations
are close to the Binomial PMF in this case, but neither
is indistinguishable; the Poisson approximation underesti-
mates the likelihood of the peak observation, whereas the
Gaussian approximation underestimates and then overes-
timates the likelihood of the observations with values less
than and greater than 50, respectively. We discussed the
general accuracy of these approximations further in [26].

7.2. System 2: Hybrid Reaction-Diffusion

In System 2, a portion of which is shown in Fig. 2 on
page 3, we demonstrate the potential gain in computation
speed by defining an environment with both microscopic
and mesoscopic regions. As with System 1, we consider
a simple hybrid environment, but this one has a surface
reaction in the microscopic regime and (when applicable)
a much larger mesoscopic regime. System 2 is a 0.5 mm
long and 5µm wide rectangular rod with one perfectly-
absorbing end; i.e., every molecule that crosses that end
is absorbed. 1000 molecules with diffusion coefficient D =
10−10 m2

s are initially placed uniformly over the entire rod,
and we observe the number of molecules over three 5µm
sections of the rod. The sections are at distances of 0, 5,
and 20µm from the absorbing end.

The area closest to the absorbing surface is modeled
as a microscopic region with a time step of ∆t = 1µs,
which we found to be small enough to accurately model
the perfect absorption reaction at the surface. We first

consider the rod modeled as a single microscopic region,
and then variations where we model most of the rod as
a mesoscopic region with subvolumes of width h = 5µm
(such that the condition h �

√
D∆t is easily satisfied).

In the hybrid variations, the hybrid interface is placed at
di = {5, 10, 25, 50}µm from the absorbing surface, such
that the environment is either 1 %, 2 %, 5 %, or 10 % mi-
croscopic, respectively. A fully mesoscopic variation was
not possible, since AcCoRD cannot yet simulate surface
reactions in the mesoscopic regime. Due to the very small
microscopic time step, we set lmax = 1µm to limit the
proximity of microscopic molecules to the hybrid interface
that are tested for entering and exiting the mesoscopic re-
gion within a diffusion step.

We simulated every variation 1000 times and plot the
average time-varying signal at each observer in Figs. 14
and 15, where we focus on the hybrid interface being close
to and far from the absorbing end, respectively. We mea-
sure the average realization run time for all variations in
Fig. 16. Video 3 in [23] shows a sample realization when
di = 25µm.

The expected time-varying signal in this environment
can be derived in closed form, if we assume that the rod
has infinite length. Using the point concentration defined
in [7, Eq. (3.13)], and the integral of the error function in
[57, Eq. (4.1.1)]∫

erf (y) dy = y erf (y) +
1√
π

exp
(
−y2

)
, (24)

then it can be shown that the expected time-varying con-
centration is

C(t) =C0

[
r2 erf

(
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2
√
Dt

)
− r1 erf

(
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2
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Dt

)
+ 2
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(
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(
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4Dt

)
− exp

(
− r2

1

4Dt

))]
,

(25)

where C0 is the initial concentration and r1 and r2 are the
distances from the absorbing surface to the start and end
of the observer, respectively. In System 2, the initial linear
distribution of molecules is 1000 molecules per 500µm, so
we multiply the time-varying concentration in (25) by the
observer length of 5µm to get the time-varying number of
molecules at the observer. We apply this scaling of (25)
for the “Analytical” curves in Figs. 14 and 15.

Both Figs. 14 and 15 demonstrate that the observa-
tions in the fully microscopic system are consistent with
the analytical curves. Thus, System 2 is sufficiently long
to assume that it has infinite length for the time scale con-
sidered. In Fig. 14, we see that the hybrid model with the
interface 5µm from the surface (i.e., di = 5µm) overes-
timates the number of molecules counted by the observer
adjacent to the absorbing surface, and significantly un-
derestimates the number of molecules counted by the ob-
server 5µm from the surface. In this environment, since
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Figure 14: Average time-varying number of molecules ob-
served by each observer in System 2. The hybrid varia-
tions place the interface either di = {5, 10}µm from the
absorbing surface.

di = 5µm, these two observers are adjacent to the hy-
brid interface. The interface’s proximity to the absorbing
surface is most likely the cause of these deviations, since
the hybrid interface transition rules were originally derived
in [39] under the assumption that there were no molecule
“sinks” in the vicinity. There is much less deviation in this
variation at the observer 20µm from the surface, which is
sufficiently far from the interface to not be affected by the
inaccuracies that it introduces over the time scale that we
simulated.

When the hybrid interface is di = 10µm from the sur-
face, then the accuracy of the molecules observed at 0µm
and 5µm from the interface are more accurate than when
di = 5µm. However, this variation is actually less accurate
for the observer at 20µm from the surface, particularly af-
ter time t = 0.5 s. This time is how long it takes for a
molecule to travel an average diffusion distance of 10µm
along one dimension, which is the distance from the hybrid
interface to this observer, so the accuracy at the interface
is a factor. Overall, placing the interface at di = 10µm
gives us better (albeit still imperfect) accuracy near the
absorbing surface, at the cost of worse accuracy further
from the surface over the time scale shown (i.e., where
the average diffusion distance for one molecule is about
14µm).

In Fig. 15, we confirm whether the trade-offs in local ac-
curacy are dominated by proximity to the hybrid interface.
For the time scale simulated, this is apparently not the
case. When the hybrid interface is either di = {25, 50}µm,
the accuracy is comparable to that of the fully microscopic
variation. This is even the case when di = 25µm and the
observer is 20µm from the surface, i.e., when the observer
is adjacent to the interface. So, we maintain our claim that
the dominant factor affecting accuracy in the hybrid sys-
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Figure 15: Average time-varying number of molecules ob-
served by each observer in System 2. The hybrid varia-
tions place the interface either di = {25, 50}µm from the
absorbing surface.

tem is the interface’s proximity to the absorbing surface,
although further analysis would be needed to confirm this
analytically.

We complement our study of the accuracy of the Sys-
tem 2 variations by considering the simulation run times
in Fig. 16. We observe that placing the hybrid interface
di = 5µm from the surface, which made the system only
1 % microscopic, improved the simulation run time by over
2 orders of magnitude. Even making the system 5 % micro-
scopic, which corresponded to a negligible loss in accuracy,
still improved the run time by over an order of magnitude.
From these results, and those observed for System 1 in
Fig. 12, we gain some insight into when it is appropriate
to use a hybrid model. We make the following general
observations:

• The hybrid interface introduces a computational
overhead, as discussed in Appendix C.3, since we
need to check microscopic molecules for entering and
leaving the microscopic regime within a single sim-
ulation time step. Thus, it is beneficial if the size
of the interface is small relative to the larger of the
adjacent regions. This was true for System 2 but not
for System 1.

• The hybrid interface is beneficial if the simulation
can take advantage of the benefits of both simula-
tion models. In System 2, the microscopic model
needed a very small simulation step to accurately
simulate the surface reaction (which AcCoRD can-
not currently simulate in the mesoscopic regime).
However, the mesoscopic model simulates events at
the frequency in which they locally occur. Diffusion
“far” from a reactive surface does not need to be
modeled with a small time step, and in System 2 the
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Figure 16: Simulation run times for the variations of Sys-
tem 2. The distances to the hybrid interface are repre-
sented via the relative size of the microscopic region, such
that the rod is {1, 2, 5, 10}% microscopic when the inter-
face is di = {5, 10, 25, 50}µm from the absorbing surface,
respectively. Run time was averaged over at least 100 re-
alizations of each variation on an Intel i7 desktop PC.

hybrid model took advantage of this. We also note
that, in future work, a microscopic model that uses
different time steps in different regions may provide
a similar speed benefit, although the hybrid model
could still have better memory usage by not needing
to model each molecule in the mesoscopic regime.

• A user placing a hybrid interface should consider its
proximity to reactive surfaces or other environmental
features (e.g., unusual boundary shapes) that are not
accounted for in the hybrid interface transition rules.

7.3. System 3: Reactive Spherical Surfaces

In System 3, we consider an approximation of the en-
vironment considered in [24, Fig. 6a] to verify the surface
reaction probabilities derived in [24] (and which we sum-
marize in Appendix B). However, instead of the 1D en-
vironment considered in [24], System 3 has two concentric
spherical surfaces with radii 120µm and 122µm, as shown
in Fig. 3 on page 3. This system is locally 1D, and we can
also use it to verify our implementation of reflections off of
spherical surfaces. This environment is fully microscopic
and we use a time step of ∆t = 1 ms.

For consistency with [24], we consider 3 types of
molecule: 1) Type I can be irreversibly absorbed by the
outer surface and reflects off of the inner surface; 2) Type
II can reversibly adsorb to the outer surface and reflects
off of the inner surface; and 3) Type III can reversibly
transition across the inner surface and reflects off of the
outer surface. We separately consider both “slow” and
“fast” reaction kinetics for each type of molecule, using
the reaction coefficients listed in Table 2, and we apply
the “steady state” surface reaction probabilities defined
in Appendix B. All molecules have a diffusion coefficient

of 5× 10−12 m2

s , and each simulation begins by uniformly
placing 20000 molecules of the given type between the

Table 2: Surface reaction coefficients used by System 3.
“IRR” and “REV” stand for irreversible and reversible,
respectively.

Reaction Slow Reaction Fast Reaction

IRR Absorption 4.23 µm
s

85.9 µm
s

REV Adsorption 4.23 µm
s

85.9 µm
s

Desorption 28 s−1 276 s−1

Membrane 4.36 µm
s

5045 µm
s
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Figure 17: Average time-varying number of molecules
absorbed/adsorbed to the outer surface (“Absorp-
tion/Adsorption”) or within the inner surface (“Mem-
brane”) in System 3. This environment is a spherical ana-
log to the 1D system studied in [24, Fig. 6a]. “IRR” and
“REV” stand for irreversible and reversible, respectively.

spherical surfaces. We observe the number of molecules
that are absorbed/adsorbed to the outer surface or that
are inside the inner sphere (as appropriate for each type
of molecule).

The average time-varying results from 100 realizations
of System 3 are shown in Fig. 17 and compared with the
corresponding analytical equations derived in the appen-
dices of [24]7. All of the simulations agree very well with
their corresponding analytical curves, despite the system
not being truly 1D. Thus, we have confidence in AcCoRD’s
algorithms for placing molecules within non-trivial spher-
ical environments (since the initialization space was that
between the two spheres), detecting imperfect surface re-
actions, and implementing surface reflections. Videos 4
and 5 in [23] show sample realizations with reversible ad-
sorption and membrane transitions, respectively.

7For clarity of exposition and in consideration of space, we do
not write out these analytical expressions in this work. However, we
note that their general form is similar to the reaction probabilities
that we describe in Appendix B.
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7.4. System 4: Simple Communication System

In System 4, we consider variations of the extensively-
studied molecular communication scenario with a point
transmitter and a spherical receiver, as shown in Fig. 4
on page 4. The receiver has a radius of r = 1µm, and
the transmitter is placed d = 5µm from the center of the
receiver. Due to the shape of the receiver, and the many
variations that we consider, we consistently use a micro-
scopic model. Unless otherwise noted, the transmitter re-
leases an impulse of NTX = 104 molecules at time t = 0,

molecules have a diffusion coefficient of D = 10−10 m2

s ,
and every simulation is repeated at least 1000 times.

First, we consider a passive receiver, i.e., the receiver is
a passive spherical actor through which the molecules can
freely diffuse8. In Fig. 18, we test three “outer” boundary
conditions, namely: 1) unbounded, where molecules are
unimpeded everywhere; 2) reflective, where the transmit-
ter and receiver are in the middle of a box with a reflective
outer boundary; and 3) absorbing, where the transmitter
and receiver are in the middle of box with an absorbing
outer boundary. Each box is a cube and we consider dif-
ferent box widths. The aim of this test is to assess the
accuracy of assuming that a bounded environment is un-
bounded. For ease of analysis, it is commonly assumed
that environments are unbounded. Fully bounded envi-
ronments can lead to time-varying impulse responses that
include infinite sums; see examples in [7]. However, many
envisioned application environments, such as the human
body or microfludic devices, are clearly bounded. We ex-
pect that the accuracy of the unbounded model will de-
pend on the time scale considered and (in this case) on
the size of the box. The expected time-varying number of
molecules at the receiver, NRX(t), in the unbounded case
is a classical result that can be described as a “diffusion
wave” and can be expressed from [7, Eq. (3.5)] as

NRX(t) =
NTXVRX

(4πDt)
3
2

exp

(
− d2

4Dt

)
, (26)

where VRX is the volume of the receiver, and we assume
that the receiver is sufficiently far from the transmitter
to assume that the concentration throughout the passive
receiver is uniform; see [69].

We plot the average time-varying number of molecules
at the receiver for the unbounded and box cases in Fig. 18,
where we consider box widths of {25, 35, 45}µm and use a
time step of ∆t = 2 ms. The simulation of the unbounded
case agrees with the analytical result, and the slight de-
viation at higher values of t can be improved with more
realizations. We expected that the unbounded equation
would overestimate the number of molecules inside the ab-
sorbing box and underestimate the number of molecules in

8We clarify that a “passive” actor is not synonymous with a pas-
sive receiver. In AcCoRD, all observers are passive actors. For
example, a receiver with a reactive surface would still need a passive
actor to count the number of molecules on the surface.
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Figure 18: Average time-varying number of molecules in-
side a passive spherical observer (of radius 1µm) after
release by a point source located 5µm from the center
of the sphere. The unbounded environment is compared
with bounded environments that have either a reflective or
absorbing outer surface. The bounded environments are
cubes with width {25, 35, 45}µm with the transmitter and
observer in the middle.

the reflective box. This is indeed the case; the unbounded
equation is accurate for early time, and for smaller boxes
the deviation from this equation occurs sooner. Interest-
ingly, for the same box size, the reflective and absorbing
box models begin to deviate at the same time, i.e., at
{0.35, 0.75, 1.1} s when the box is {25, 35, 45}µm wide, re-
spectively. In each case, this deviation occurs in about
one third of the time it would take for the “peak” of the
diffusion wave to reach the edge of the box and return to
the source9. So, for a bounded environment to accurately
model a diffusion-only unbounded environment, the dis-
tance from the area of interest to the nearest environment
boundary should be at least three times the average 3D
diffusion distance of

√
6Dt for the time scale t of interest.

Next, we study molecule degradation in the propaga-
tion environment, which has been considered to address
the significant intersymbol interference in a diffusion-only
MC system; see [65] and our previous work in [13, 61].
Specifically, we compare molecule degradation through en-
zymatic action (using Michaelis-Menten kinetics) with pas-
sive, first order molecule degradation. With enzyme kinet-
ics, the diffusing information molecules might reversibly
bind to diffusing enzyme molecules. Binding to an en-
zyme also catalyzes the degradation of the information
molecule, but this degradation leaves the enzyme intact

9It can be shown that the expected time of the peak value of (26)
at distance d is d2/(6D), such that the average diffusion distance
for time t is

√
6Dt. For d = {25, 35, 45}µm, the expected time for

molecules to diffuse from the center of the box to the edge and back
is ≈ {1.04, 2.04, 3.38} s, respectively.
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to bind with other molecules. The Michaelis-Menten re-
action mechanism is commonly used to describe enzyme
kinetics and can be written as [11, Sec. 10.2]

E + S
kf−→ ES

ES
kr−→ E + S

ES
kd−→ P + E, (27)

where E is the enzyme molecule, S is the substrate
molecule (i.e., a molecule released by the transmitter in
this context), ES is the intermediate formed by the bind-
ing of the enzyme molecule with its substrate, and P is the
product molecule (which we will assume is ignored by the
receiver, i.e., P ≡ ∅). kf , kr, and kd are the correspond-
ing reaction rate constants. If the enzyme concentration
is uniform, and we assume that both kr → 0 and kd →∞,
then we can approximate Michaelis-Menten kinetics with
a first order mechanism that is

S
k1−→ ∅, (28)

where k1 is kf in (27) scaled by the average concentra-
tion of enzyme molecules. It is much faster to simulate
(28) than (27), due to the extra computational load to
compare distances between candidate E and S molecules
with the binding radius. Furthermore, analytical solutions
for signals with first-order degradation are more readily
available. For example, it can be shown that first order
degradation changes the diffusion wave in (26) to

NRX(t) =
NTXVRX

(4πDt)
3
2

exp

(
− d2

4Dt
− k1t

)
, (29)

i.e., an additional decaying exponential factor is added.
We compare Michaelis-Menten enzyme kinetics with

first order molecule degradation as follows. We seek pa-
rameter values that are convenient to simulate. We begin
with a target first order degradation rate of k1 = 8 s−1,
a target bimolecular binding radius of rB = 0.1µm, and
a microscopic time step of ∆t = 2 ms. The value of k1

is sufficient to observe measurable degradation over the
time scale of the diffusion wave’s peak at the passive re-
ceiver. The value of rB is smaller than the size of the
average 1D diffusion distance in one microscopic time step√

2D∆t ≈ 0.63µm, which we need to satisfy in order to
relate rB to kf with the closed-form expression

rB =

(
3kf∆t

4π

) 1
3

, (30)

as derived in [15, Eq. (27)]. From (30), we calculate that
rB corresponds to kf = 2.094 × 10−17mol−1m3s−1, which
(fortunately) is almost two orders of magnitude smaller
than the largest value of kf physically possible; see [11,
Ch. 10]. The corresponding uniform enzyme concentration
needed to achieve an overall binding rate that matches k1

is 3.82 × 1018 mol
m3 . To limit the actual number of enzyme

molecules needed, we place the transmitter and receiver
in the middle of a reflective box of width 15µm. This
is significantly smaller than the smallest box considered in
Fig. 18, but only requires 12891 enzyme molecules to meet
the target concentration. In the interest of computational
speed, we proceed with these system parameters, while
emphasizing that AcCoRD can also accommodate much
larger environments. Most enzymes are proteins that tend
to be larger than their substrates (see [4, Ch. 4]), and
larger molecules diffuse more slowly, so we set the enzyme

E diffusion coefficient to 2 × 10−11 m2

s and that of the

intermediate ES to 1.8× 10−11 m2

s .
In Fig. 19, we observe the average time-varying number

of molecules inside the passive receiver when the released
S molecules can degrade in the propagation environment,
and for additional comparison we include the case where
there is no degradation but the transmitter and receiver
are still in a reflective box of width 15µm. We see that the
simulation of first order degradation agrees well with the
analytical expression in (29) and shows significant devia-
tion from the signal without degradation given by (26) and
the simulation of the bounded environment. Interestingly,
the curve for the simulation of the bounded environment
appears to reach a minimum after about 0.25 s and then
increase. This is because molecules are returning to the
center of the box after reflecting off of the boundary. The
receiver occupies about 1.24% of the box, so the expected
number of molecules should converge to about 12.4.

For the enzyme kinetics in Fig. 19, we simulate three
variations in the values of kr and kd, i.e., in the reverse
(unbinding) and degradation reactions, respectively. In
the ideal limit, where kr → 0 and kd → ∞, the first or-
der degradation curve is still a clear lower bound. Near the
peak of the curve, this difference is because a given enzyme
molecule can only react with one observable molecule in a
given time slot. For time t > 0.1 s, the finite size of the
environment also becomes a factor, although not to the
degree observed in the absence of degradation. We also
consider very slow but practical values of kr and kd

10, by
first setting kd = 1 s−1 and then adding kr = 1 s−1. When
kd is finite, an intermediate molecule can exist for mul-
tiple time slots. This slows down an enzyme molecule’s
capacity to bind with multiple substrates, so overall fewer
molecules degrade and more are observed at the receiver.
When we include a non-zero value of kr, intermediates can
also unbind with no change to the substrate, which fur-
ther reduces the amount of degradation. From Fig. 19,
we clearly see that the first order degradation model has
limited accuracy in modeling practical enzyme kinetics.
Video 6 in [23] shows a sample realization with non-zero
kr and kd.

For our final variation of a passive receiver, we study
the time-varying statistics of the receiver’s observations

10kd and kr typically have values between 1 and 105 s−1; see [11,
Ch. 10].
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Figure 19: Average time-varying number of molecules in-
side a passive spherical observer (of radius 1µm) after re-
lease by a point source located 5µm from the center of the
sphere. An unbounded environment where the molecules
undergo first order degradation is compared with 1) a
bounded, reflective environment (15µm in width) where
the molecules can degrade by binding with diffusing en-
zymes, and 2) the same reflective environment without
degradation. Analytical curves are included for first order
degradation and no degradation in an unbounded environ-
ment.

when the transmitter releases a series of molecule pulses
with finite width. Specifically, the transmitter encodes the
10-bit sequence [1, 1, 0, 1, 0, 1, 1, 1, 0, 1] with a bit interval
of 0.1 s. For every bit 0, no molecules are released. For
every bit 1, molecules are released as a zeroth order reac-
tion for 0.02 s at a rate of 5 × 105 mol/s, i.e., on average
there are 104 molecules released for every bit 1. The re-
leased molecules also degrade at a rate of k = 8 s−1. The
time-varying PMF for the observations at the receiver is
plotted in Fig. 20. We can distinguish the seven peaks for
the bit 1s, but also notice the accumulation of intersym-
bol interference since repeated peaks get higher (and this
would be even more noticeable in the absence of molecule
degradation). The information used to generate Fig. 20
can also be used to analyze the detection performance at
the receiver, but that is not a feature currently native to
AcCoRD and so is outside the scope of this paper. Video
7 in [23] shows the first five symbol intervals of a sample
realization of this multi-symbol variation.

Finally, we consider variations of System 4 with reac-
tions at the surface of the receiver. Such a receiver more
accurately models the chemical detection of molecules. We
focus on the fully-absorbing (i.e., perfectly-absorbing) re-
ceiver and the partially-absorbing receiver, which have well
known analytical results for the geometry of System 4.
When the receiver is fully absorbing, the expected time-
varying number of molecules absorbed is given by [70,
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Figure 20: Time-varying probability mass function
of the number of molecules inside a passive spheri-
cal observer when a point source releases rectangular
pulses of molecules according to the binary sequence
[1, 1, 0, 1, 0, 1, 1, 1, 0, 1] with a symbol interval of 0.1 s. The
pulses have a length of 0.02 s and a strength of 5 ×
105 mol/s. Released molecules degrade at rate k = 8 s−1.
The bar to the right is the legend for observation proba-
bilities.

Eq. (3.116)]

NRX(t) =
NTXr

d
erfc

(
d− r√

4Dt

)
. (31)

When the receiver is partially absorbing, the absorp-
tion rate k is finite. The expected time-varying number of
molecules absorbed is given by [70, Eq. (3.114)]

NRX(t) =NTX
rβ − 1

dβ

[
1 + erf

(
r − d
2
√
Dt

)
− exp

(
(d− r)β +Dtβ2

)
erfc

(
d−r + 2Dβt

2
√
Dt

)]
,

(32)

where

β =
k

D
+

1

r
. (33)

We plot the average time-varying number of molecules
absorbed by the receiver in Fig. 21, where we consider
full absorption and partial absorption with a rate of k =
200µm/s. A time step of ∆t = 1µs was used to accu-
rately simulate the receiver reactions. Both simulations
agree very well with their corresponding analytical curves.
Video 8 in [23] shows a sample realization of the partially-
absorbing receiver.

8. Limitations and Future Development

As we have previously noted, the development of Ac-
CoRD is active and ongoing. In this section, we discuss
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Figure 21: Average time-varying number of molecules ab-
sorbed by a spherical surface (of radius 1µm) after re-
lease by a point source located 5µm from the center of
the sphere. Infinite (k = ∞) and finite (k = 200µm/s)
absorption rates are considered for the fully and partially
absorbing cases, respectively.

some of AcCoRD’s current limitations and how they may
be addressed in the future to improve either the accuracy
or the applicability of the software. We focus on high level
limitations that apply to the implementation of reaction-
diffusion phenomena or the design of molecular communi-
cation systems. A more detailed description of technical
constraints is included in Appendix A.

8.1. Adding Molecule Flow and Polarity

We have limited molecule behavior to pure diffusion
and selected chemical reactions. We can potentially make
minor improvements to the implementations of these phe-
nomena, such as by accounting for environment boundaries
in the hybrid transition rules and for surface reactions oc-
curring within a microscopic time step. Furthermore, there
are other phenomena that can influence a molecule’s be-
havior. Molecules could be carried by a bulk fluid flow
that can vary in both space and time. For example, lam-
inar flow, where layers of fluid slide over one another, is
predominant in small blood vessels; see [71]. Also, molec-
ular interactions could be introduced by the presence of
ionic charges, such that the molecules exert attractive or
repulsive forces on each other. These interactions were
first considered in a molecular communication context in
[72].

8.2. Expanding Actor Placement and Behavior

Actors in AcCoRD must currently be fixed in place and
they have independent, predetermined behavior. This is
sufficient for unidirectional communication between two
fixed devices, but cannot model more complex systems
that may require bidirectional communication, relaying,

mobility, or other behaviors that rely on real-time signal
processing. In both practical biological environments and
communication networks, the detection of a signal should
trigger a response at the receiver. Under the framework
of AcCoRD, we should couple active actors to passive ac-
tors so that molecules can be released when specified ob-
servation thresholds are met (i.e., detectors are needed to
trigger the active actor). We can also consider introducing
actor mobility, which can be more accurate for modeling
transceivers that are able to move (e.g., bacteria).

Active actors can only release molecules according to
the modulation of a concentration shift keying signal,
where the number (or rate) of molecules released is linearly
proportional to the current information symbol. Other
types of modulation can be added, such as those described
in [53]. Furthermore, adaptive transmission schemes can
be considered, where the number of molecules released for
a given symbol depends on the interference expected from
previous symbols, as we considered in [73].

8.3. Improving Scalability

In the simulations of System 2, we observed condi-
tions where the hybrid simulation demonstrated consid-
erable improvement in computation speed over the micro-
scopic model. The potential trade offs in simulation accu-
racy versus computational complexity can be further im-
proved by adding “tau-leaping” to the mesoscopic model;
see [34, 35, 74]. In tau-leaping, mesoscopic time steps are
used to execute multiple reaction and diffusion events si-
multaneously. If mesoscopic subvolumes have a sufficient
number of molecules, then tau-leaping can improve the
simulation run time considerably with minimal loss of ac-
curacy. Finally, a possibility for scalability in the micro-
scopic regime is to enable a different time step in each
region.

9. Conclusions

In this paper, we introduced the AcCoRD simula-
tor (Actor-based Communication via Reaction-Diffusion).
AcCoRD is a generic 3D reaction-diffusion solver that is
designed for MC analysis. It can use a combination of
microscopic and mesoscopic simulation models to track
time-varying molecule behavior over independent realiza-
tions. Simulation environments are defined by the flexible
placement of regions. Actors are used to release or ob-
serve molecules in the regions. Utilities are provided to
visualize the simulation environment and to plot the time-
varying behavior or observation statistics. We described
all of the simulation components, including the underly-
ing reaction-diffusion theory. We discussed the overall Ac-
CoRD algorithm, including its run time complexity, and
we also described the work flow for running and process-
ing a simulation. We demonstrated AcCoRD’s consistency
with analytical results via a detailed series of simulations.

We hope that the development of AcCoRD will encour-
age a wider use of simulations within the MC community
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to support analytical modeling and predict experimental
results. MC is a multi-disciplinary field and the avail-
ability of a relevant reaction-diffusion “sandbox” should
improve its accessibility to new researchers while provid-
ing a flexible yet convenient platform for exploration and
verification.
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Appendix A. Constraints and Limitations

In this appendix, we provide additional detailed notes
on AcCoRD’s current technical constraints and limita-
tions.

The following constraints exist for the placement of
regions:

• Two regions can overlap only if one region is entirely
inside the other. In that case the inner (i.e., child)
region must identify the outer region as its parent
(to let AcCoRD know that the nesting is intended).
Multiple levels of nesting can be used, i.e., a child’s
parent can also have its own parent region.

• If a spherical region (which must always be micro-
scopic) is the parent of a box region (or vice versa),
then their surfaces must be separated by at least a
distance of the box region’s subvolume length h. If
the box region is the parent of the spherical region,
then the box must also be microscopic. However, a
spherical region can have a mesoscopic child region.

• If a box region is the parent of a box region, then
the placement of the child must be flush with sub-
volumes of the parent (i.e., every subvolume in the
parent region is either fully within the child or not).
This applies whether the parent is microscopic or
mesoscopic.

• Regions can be placed adjacent to each other, in-
cluding as children of the same parent region.

• A square surface cannot have a normal 3D region as
its parent, but they can be placed adjacent to each
other.

• Surface regions must be microscopic and can only be
adjacent to other microscopic regions. This could be
relaxed in a future release.

• Regions that are supposed to be neighbors but which
are separated by multiple levels of nesting (e.g.,
grandparents and grandchildren regions) are not
properly detected as neighbors. This occurs when
a region shares part of its outer boundary with its
parent but the parent does not share part of its outer
boundary with the grandparent. This could be cor-
rected in a future release.

The following constraints exist for the placement of
actors:

• Spherical actors must be placed entirely in the mi-
croscopic regime.

• If two actors are configured to act at the same time,
then they will act in a random order (according to
whichever actor happens to be at the top of the timer
queue). For example, if a user intends to observe
molecules immediately after they are placed, then
they should add a small offset to the start time of
the passive actor. This could be improved in a future
release by assigning an actor priority to define which
actor should go “first” in the case of simultaneous
behavior.

The following constraints and limitations exist for
chemical reactions:

• Membrane surface reactions can only be defined at
membrane surface regions.

• Absorbing and desorbing surface reactions can only
be defined at non-membrane surface regions.

• There is currently no mechanism to enable a surface-
bound molecule to diffuse along its surface, which
should be possible if the surface is fluid (e.g., lipid
bilayers in cells are 2D fluids whose molecules can
move in the plane of the bilayer; see [4, Ch. 11]).

• Surface reactions only occur by testing a candidate
molecule’s diffusion trajectory for crossing a reactive
surface. It is more accurate to also consider the pos-
sibility that a molecule reacted with a surface even
if its diffusion trajectory does not intersect the sur-
face. We ignored this more general case, as in [24],
but this might be added in a future release.

• Unbinding radii are only applied to second order
microscopic reactions that have multiple products.
This could be expanded in a future release to apply
to all microscopic reactions with multiple products,
including the unbinding of enzyme intermediates.

• Bimolecular reactions in the microscopic regime
are tested at the region level, which can result in
many unnecessary distance comparisons if the re-
gion is much larger than the binding radius. One
workaround is to define regions on the order of the
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size of the binding radius. A future release could
instead test bimolecular reactions at the level of mi-
croscopic subvolumes, although this would introduce
overhead to keep track of which subvolume every
candidate reactant is in.

The following limitations exist for hybrid diffusion be-
tween mesoscopic and microscopic regions:

• The assumption on subvolume size at a hybrid in-
terface (i.e., assuming that subvolume length h is
�
√
D∆t or ∼

√
D∆t) is applied uniformly to the

entire environment and does not consider local values
of diffusion coefficient or subvolume size. A future re-
lease could enable local definition of this assumption
based on the specific interface and diffusing molecule.

• Mesoscopic molecules added to the microscopic
regime via transition rule (9), i.e., under the assump-
tion that the subvolume is small, could be placed be-
yond the environment boundary. The validity of the
molecule’s location is not corrected until the follow-
ing microscopic time step. This can be corrected in
a future release.

• A mesoscopic subvolume that is adjacent to a mi-
croscopic region along some face of the subvolume
should be “exposed” to that region along the entire
face. The equation for the diffusion propensity in (5)
assumes that this is the case.

Appendix B. Surface Reaction Probabilities

In this appendix, we list and describe the surface re-
action probabilities. We also discuss the placement of the
corresponding product molecules. Most equations in this
appendix were derived in [24] and are included here be-
cause they are implemented directly in AcCoRD. All prob-
abilities are described for arbitrary reaction c with reactant
m and reaction rate11 constant kc. Where applicable, kc∗

is the reaction rate of reaction c’s reverse reaction. A di-
rect comparison of the accuracy of the different equations
for surface reactions is outside the scope of this work.

Generally, [24] derives “steady state” reaction prob-
abilities which imply that the interactions between the
molecules and the surface are in a state of equilibrium.
However, these probabilities were shown to also be accu-
rate over transient time scales. In some cases there is also a
“well-mixed” reaction probability which assumes that the
molecule distribution in the vicinity of the surface is ho-
mogeneous. The well-mixed probability, originally derived
in [75], is in general not as accurate as the steady state
expressions but it is simpler to calculate.

11Strictly speaking, absorption and membrane reactions are de-
fined by a reaction coefficient, but we use the term “rate” here for
consistency.

Appendix B.1. Absorption

First, we consider absorption, where a molecule binds
to or is consumed by the surface. If absorption occurs,
then the product molecule(s) is (are) placed at the sur-
face where the surface intersected the trajectory of the
diffusing reactant. If the reaction is unsuccessful, then the
molecule has a perfectly-elastic collision with the surface
and is reflected off of the surface at the intersection point.

The well-mixed absorption probability is [24, Eq. (1)]

Pabs|mixed = kc

√
πδt

Dm
, (B.1)

where δt is the corresponding time step (which can be less
than or equal to the simulation’s microscopic time step ∆t,
depending on when the molecule was created), and Dm is
the molecule’s diffusion coefficient. Eq. (B.1) is accurate
if

kc �
√
Dm

πδt
, (B.2)

i.e., if Pabs is sufficiently small.
The steady state reaction probability depends on

whether the absorption is reversible. In the irreversible
case, a polynomial fit was used to find the reaction prob-
ability as [24, Eq. (21)]

Pabs,irr|ss = k′c
√

2π− 3.33321k′2c + 3.35669k′3c − 1.52092k′4c ,
(B.3)

where [24, Eq. (12)]

k′c = kc

√
δt

2Dm
, (B.4)

is the reduced absorption coefficient.
The steady state reaction probability for reversible ab-

sorption (i.e., adsorption) was derived in closed form as
[24, Eq. (37)]

Pabs,rev|ss =
k′c
√

2π (γ2 − γ1− γ2erfcx (γ1) + γ1erfcx (γ2))

γ1γ2(γ2 − γ1)
,

(B.5)
where

γ1 =
k′c −

√
k′2c − 2kc∗δt√

2
, (B.6)

γ2 =
k′c +

√
k′2c − 2kc∗δt√

2
, (B.7)

kc∗ is the rate of the reverse desorption reaction, erfcx (·)
is the scaled complementary error function

erfcx (γ) = exp
(
γ2
)

(1− erf (γ)) , (B.8)

and the error function erf (·) is defined in (7).
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Appendix B.2. Desorption

Desorption releases a molecule that was bound to the
surface. In the irreversible case, the probability of reaction
is the same as that for a non-surface first order reaction,
i.e., as in (16). However, we must still determine where to
place the product. We place the product along the surface
normal from the point where the reactant was bound. A
steady state distance x along the normal can be generated
via [24, Eq. (27)]

x =
0.571825u − 0.552246u2

1− 1.53908u + 0.546424u2

√
2Dmδt, (B.9)

where Dm is the diffusion coefficient of the molecule once it
is unbound from the surface and u is a single uniform ran-
dom variable between 0 and 1. Eq. (B.9) was determined
numerically with the assumption that the precise reaction
time was unknown. In AcCoRD, we can determine the
time of irreversible desorption using the method described
in Section 4.3. Given desorption time t1, the molecule will
have δt − t1 seconds to diffuse from the surface, and the
distance x along the normal can be generated via

x =
√

8Dm(δt− t1)n, (B.10)

where n is a normal random variable with mean 0 and
variance 1. Eq. (B.10) is twice the unbounded diffusion
distance for this time interval because here we have a re-
flective surface (since the desorption is irreversible), and in
AcCoRD we use (B.10) by specifying the “full diffusion”
option for placing desorbed molecules.

The reaction probability for reversible desorption can
be written as a function of the corresponding absorption
(i.e., adsorption) reaction in (B.5), i.e., [24, Eq. (32)]

Pdes,rev|ss =
kc
kc∗

√
Dmδt

π
Pabs,rev|ss, (B.11)

where here kc is the desorption rate and kc∗ is the rate of
the reverse adsorbing reaction.

Since the exact desorption times are unknown in the
reversible case, we should only consider molecule place-
ment via the corresponding steady state equation, which
was determined numerically as [24, Eq. (35)]

x =
0.729614u − 0.70252u2

1− 1.47494u + 0.484371u2

√
2Dmδt. (B.12)

Appendix B.3. Membrane Transitions

Membrane reactions enable selective transitions across
a surface. When these reactions occur successfully, the
diffusing molecule continues along its original trajectory.
Otherwise, it is reflected off of the surface at the point
where the trajectory intersected the surface.

In the irreversible case, a molecule can only transition
in one direction. Thus, the transition probabilities in this
case are the same as for an absorption reaction with the

same reaction rate, i.e., the well-mixed probability is given
by (B.1) and the steady state probability is given by (B.3).

The forward and reverse reactions in reversible mem-
brane transitions are analogous to each other. Thus, unlike
the irreversible case, reversible membrane reactions are not
analogous to reversible adsorption. The transition proba-
bility for reversible membrane transitions was derived as
[24, Eq. (47)]

Pmem,rev|ss =
kc

(kc + kc∗)
2

[
2 (kc + kc∗)

+

√
π

2

(
erfcx

(√
2 (kc + kc∗)

)
− 1
)]
,

(B.13)

where kc is the reaction rate for the transition in the di-
rection being considered.

Appendix C. Detailed AcCoRD Algorithms

In this appendix, we describe each of the four system
evolution steps of the overall AcCoRD algorithm that was
presented in Section 5.1. Specifically, we describe active
actor behavior, passive actor behavior, evolution of the mi-
croscopic regime, and evolution of the mesoscopic regime.
We also include comments as appropriate on the computa-
tional speed of the microscopic and mesoscopic algorithms
using big O notation (O (·)).

Appendix C.1. Active Actors

The algorithm for executing an active actor simulation
step is presented in Algorithm 2. Each step takes one of
two actions: either a new symbol is created for some ac-
tor a, or molecules from an existing symbol are released
by actor a. We separate these two actions in order to
accommodate the release of molecules over a release in-
terval. The release interval can be instantaneous or any
finite interval independent of the actor’s action interval,
i.e., symbol interval. By defining the release interval to be
longer than the action interval, it is technically possible
for an actor to be releasing molecules for multiple symbols
simultaneously (although this is most likely impractical for
a molecular communication system).

When a new symbol is needed, we generate the sym-
bol bits randomly (with some independent probability) or
read them from a sequence provided by the configuration
file. The modulation properties and the new symbol bits
are used to determine how many molecules to release and
how often. For example, concentration shift keying (CSK)
releases molecules at a uniform rate over the release inter-
val, where the rate is linearly proportional to the symbol
value.

When the current actor action is the actual release of
molecules, we use the modulation properties to determine
how many molecules to release at the current time. If the
release times within the interval are random, then only one
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Algorithm 2 Active Actor Step

1: procedure Active Action(a)
2: if Next actor a action is new symbol then
3: if Bits are random then
4: Generate random symbol bits
5: else
6: Read defined symbol bits
7: end if
8: Determine modulation parameters
9: Update list of current symbols

10: Update time of next new symbol
11: else . Releasing molecule(s) for a current symbol
12: if Release times random then
13: Nnew ← 1 . Only one new molecule
14: Generate next release time
15: else
16: Calculate Nnew

17: Calculate next release time
18: end if
19: for All Nnew do
20: Place new molecule within actor a
21: end for
22: Update time of symbol’s next molecule release
23: end if
24: Determine actor a’s next action
25: Update actor a’s timer
26: end procedure

molecule will be released and we must randomly generate
the next molecule release time as a zeroth order reaction
process (see Section 4.3 for the simulation of zeroth or-
der reactions). Otherwise, the number of molecules will
depend on the modulation strength, and we calculate the
next molecule release time using a slot interval, which is
a subset of the release interval. In either case, if the next
molecule release time is beyond the current release interval,
then it is ignored and transmission for the corresponding
symbol is complete.

Every molecule released by actor a is initialized at a
uniformly-generated random location within the actor vol-
ume. If the location is within the microscopic regime, then
the molecule is added to the corresponding region’s linked
list for that molecule type. If the location is within the
mesoscopic regime, then the molecule count in the corre-
sponding subvolume is incremented and the subvolume’s
reaction propensities are updated as described in Ap-
pendix C.4.

At the end of the active actor simulation step, we de-
termine actor a’s next action by comparing the time of
the next new symbol with that of the next molecule re-
lease. The corresponding time is used to update the actor’s
timer.

Algorithm 3 Passive Actor Step

1: procedure Passive Action(a)
2: for Each type of molecule being observed do
3: for Every region within actor a do
4: if Region microscopic then
5: for Every molecule in “recent” list do
6: if Molecule within actor a then
7: Record molecule
8: end if
9: end for

10: Repeat lines 5 to 9 for “normal” list
11: else . Region mesoscopic
12: for Every subvolume within actor a do
13: if Entire subvolume inside actor

then
14: Record all molecules
15: else . Partial overlap
16: for Every molecule do
17: Flip biased coin for location
18: if Molecule within actor a

then
19: Record molecule
20: end if
21: end for
22: end if
23: end for . Subvolumes in region
24: end if . Microscopic or mesoscopic?
25: end for . Regions in actor a
26: end for . Molecule types
27: Append observations to realization list
28: Update actor a’s timer
29: end procedure

Appendix C.2. Passive Actors

The algorithm for executing a passive actor simulation
step is presented in Algorithm 3 for passive actor a. We
test the location of all candidate molecules against the
boundary of the actor. This test is trivial for molecules
whose region is known to be entirely inside the actor. Any
molecule that is within the actor is recorded. In general,
we only count the number of each type of molecule that
the actor is configured to observe. Optionally, the obser-
vation can also include the molecule location coordinates.
These coordinates are necessary if making a video from
the simulation output.

In microscopic regions, the precise coordinates of every
molecule are already known and so the test for being inside
actor a is a purely geometric problem. It is also straight-
forward to record molecule locations if needed. In meso-
scopic regions, we consider the individual subvolumes. If
a subvolume is known to be inside the actor, then all cor-
responding molecules are recorded. Otherwise, we flip a
biased coin for each molecule based on the relative frac-
tion of the subvolume that is within actor a. If molecule
locations are needed, then they are randomly generated
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within the subvolume (or a fraction thereof when the en-
tire subvolume is not within the actor).

Once all molecules have been recorded, we append this
information to the master list of observations for the cur-
rent realization. Finally, we update actor a’s timer by
incrementing it by the actor’s action interval.

Appendix C.3. Microscopic Steps

The algorithm for executing a microscopic simulation
step is presented in Algorithm 4. The primary stages in
this algorithm are (in order) the execution of zeroth order
reactions, first order reactions, diffusion, and second order
reactions. For clarity of presentation in Algorithm 4, we
omit showing that each stage is completed for all regions
before proceeding to the next stage.

Appendix C.3.1. Zeroth Order Reactions

Zeroth order reactions in a microscopic region each
have their own internal timer to track the time of the most
recent reaction event. Within a microscopic time step, we
generate the delay between reaction times as exponential
random variables according to (12) in Section 4.3. We con-
tinue until the reaction time exceeds the time remaining in
the step and is saved for the next time step. Random re-
action locations are generated uniformly within the region
volume. Every product molecule is added to the region’s
corresponding “recent” molecule list with the reaction lo-
cation and the molecule’s time step.

The generation of zeroth order reaction times is effec-
tively analogous to how zeroth order reaction events can
occur in the mesoscopic regime. Thus, this process for ze-
roth order reaction c in region r takes O (kcVr) time, where
Vr is the region’s volume.

Appendix C.3.2. First Order Reactions

The stage for non-surface first order reactions is as fol-
lows. For each molecule that can be the reactant in a first
order reaction, we generate a uniform random variable u
between 0 and 1 and compare it with the probability of the
reaction occurring in (16) (or with the probabilities gener-
ated by (17) if the molecule is a potential reactant in more
than one non-surface first order reaction). If a reaction is
successful, then we generate the precise reaction time as a
constrained exponential random variable via (18). Prod-
uct molecules are initialized at the same location as the
reactant. This process is iterative, so a product molecule
that can also be the reactant in a first order reaction is
tested for reacting in the time still remaining within the
time step. As with zeroth order reactions, the generation
of reaction times is effectively analogous to how it is done
in the mesoscopic regime, so the number of instances of
first order reaction c grows with O (kcNc,r), where Nc,r
is the number of corresponding reactant molecules in the
region.

Algorithm 4 Microscopic Regime Step

1: procedure Microscopic Step
2: for Every zeroth order reaction type do
3: while Next reaction time within time step do
4: Execute reaction
5: Generate next reaction time
6: end while
7: end for . Zeroth order reactions
8: for Every molecule do
9: while First order reaction is possible do

10: Flip coin for first order reaction
11: if Reaction occurs then
12: Generate reaction time
13: Execute reaction
14: end if
15: end while
16: end for . First order reactions
17: for Every molecule do
18: Generate new location via diffusion
19: Validate new location
20: if Molecule entered mesoscopic regime then
21: Place molecule in subvolume
22: else if Molecule reacted with surface then
23: Execute reaction
24: else
25: Update molecule in “normal” list
26: end if
27: end for . Diffusion
28: for Every second order reaction do
29: for Every valid first reactant do
30: for Every valid second reactant do
31: if Reactants within binding radius then
32: if Reactants reach reaction site then
33: Execute reaction
34: Separate with unbinding radius
35: end if
36: end if
37: end for . Second reactants
38: end for . First reactants
39: end for . Second order reactions
40: Update subvolume propensities as needed
41: Increment microscopic timer by ∆t
42: end procedure

Appendix C.3.3. Diffusion

The diffusion stage generates a potential diffusion tra-
jectory for every molecule with a nonzero diffusion co-
efficient. The time to generate and test the trajecto-
ries grows with O (Nmicro,r), where Nmicro,r is the num-
ber of molecules in microscopic region r. We follow each
proposed trajectory from the initial location to the pro-
posed new location in a process that we approximate as
taking O (|Ωneigh,r|) time, where |Ωneigh,r| is the number
of regions that are neighbors of region r. In practice,
O (|Ωneigh,r|) time can be considerable, since we need to
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check every neighbor for a trajectory intersection and im-
plement the corresponding behavior at the closest inter-
secting neighbor. This process must then be repeated for
every boundary reflection or transition to a normal (i.e.,
non-surface) neighbor.

Molecules are permitted to transition between adja-
cent normal regions without impedance. If the trajectory
crosses a region boundary where there is no adjacent re-
gion, then we reflect the trajectory from the point of in-
tersection with the boundary. If the trajectory crosses
a surface region, then we test the corresponding surface
reaction (either absorption or a membrane transition, if
applicable) with its probability calculated in Appendix B
and we reflect the trajectory if the surface reaction fails. If
absorption occurs, then we execute the corresponding re-
action with a reaction time that is at the end of the time
step. If a membrane transition occurs, then the molecule
can pass through the surface and we continue to test the
proposed trajectory.

If the diffusion trajectory crosses a mesoscopic region,
then we place the molecule in the first mesoscopic subvol-
ume crossed by the trajectory. Even if a molecule’s trajec-
tory does not cross a mesoscopic region, it can be placed
in a mesoscopic region if the molecule’s final location is
in a region that neighbors a mesoscopic region, which we
test by comparing a uniform random variable u with the
probability in (4). This probability is a function of the
initial and final distances from the hybrid interface. Per-
forming this test takes considerable time, since we need
to calculate the corresponding distances and generate a
random variable, so we ignore this test if either the ini-
tial or final distance is greater than the defined maximum
distance lmax. Every molecule that is still in the micro-
scopic regime at the end of the diffusion stage is in the
corresponding region’s “normal” list.

Appendix C.3.4. Second Order Reactions

In the stage for second order reactions, we com-
pare the distances between pairs of candidate reac-
tants for every possible reaction. This takes up to

O
(
Nmicro,r

(
Nmicro,r +

∑
Ωneigh,r

Nmicro,w

))
time for each

reaction in region r, where the summation is over the set
of regions that are neighbors to region r and Nmicro,w is
the number of microscopic molecules in neighboring region
w. To be a candidate pair, the two molecules must satisfy
all of the following criteria:

• Be the specific reactants for the current second order
reaction.

• Be located in the same or neighboring microscopic
regions.

• Have not yet participated in a second order reaction
within the current time step (either as a reactant or
product).

If a candidate pair of reactants are separated by less
than the reaction binding radius rB, then the candidate
reaction site is determined from the reactants’ diffusion
coefficients DA and DB . If the current locations (i.e., after
diffusing) of reactants 1 and 2 are ~r1 = {x1, y1, z1} and
~r2 = {x2, y2, z2}, respectively, then the candidate reaction
site ~rrxn is

~rrxn =
D1

D1 +D2
(~r2 − ~r1) + ~r1. (C.1)

To validate ~rrxn, we follow the trajectory of each reac-
tant from their current location. Both reactants must be
able to reach ~rrxn. We deem ~rrxn to be invalid if any of
the following are true:

• Either reactant reflects off of a surface.

• Either reactant crosses a mesoscopic region.

• ~rrxn is in a region where the current second order
reaction was not defined.

We assume that all potential surface reactions at this
stage would lead to reflection (which invalidates the candi-
date second order reaction site) because we force the time
step for reactions to δt = 0. This is an approximation since
we assume that the translation of reactants to the reaction
site occurs spontaneously at the end of the current time
step (since surface reactions were already assessed for each
reactant in the diffusion stage). If ~rrxn is valid, then we
remove the reactants and add product molecules that are
centered around ~rrxn according to the unbinding radius rU.
Otherwise, the reaction does not occur and the reactants
remain at their current locations. If there is one product,
then it is placed at ~rrxn. If there are at least two prod-
ucts, then the displacement of each product is rU scaled
by the relative diffusion coefficient (similar to how we de-
termined ~rrxn in (C.1)). If there are two products, then
they are placed in the same directions as the locations of
the two reactants. If there are more than two products,
then the directions are determined randomly. We track
the trajectory of each product molecule from the reaction
site in case the molecule reflects off of a surface or enters
a mesoscopic region, and correct the product molecule’s
location as needed.

At the end of the microscopic simulation step, we up-
date the propensities of mesoscopic subvolumes that had
molecules added via diffusion (as described in Appendix
C.4), and then we increment the microscopic timer by the
microscopic time step ∆t.

Appendix C.4. Mesoscopic Steps

The algorithm for executing a mesoscopic simulation
step is presented in Algorithm 5. Each potential reaction
event in every mesoscopic subvolume, including chemical
reactions and diffusion between adjacent subvolumes, is
assigned a propensity, α. We described the calculation of
event propensities in Section 4 as functions of the type of
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Algorithm 5 Mesoscopic Regime Step

1: procedure Mesoscopic Step
2: Determine subvolume of next reaction (via NRM)
3: Determine next reaction in subvolume (via DM)
4: if Next event is diffusion then
5: Determine molecule type and destination
6: Decrement molecule count in source subvolume
7: if Destination subvolume is microscopic then
8: Create microscopic molecule
9: else . Destination is also mesoscopic

10: Increment molecule count in destination
11: Update destination propensity (via NRM)
12: end if
13: else . Next event is chemical reaction
14: Adjust molecule counts
15: end if
16: Update source propensity (via NRM)
17: Update mesoscopic timer
18: end procedure

event, the subvolume size, and the number of each type of
molecule in the subvolume.

The primary feature in a mesoscopic algorithm is how
the reaction propensities are used to determine the order
of reaction events, when the events occur, and how the
order is updated. There are several mathematically equiv-
alent methods for doing so, and they can be integrated as
desired for a given implementation. In AcCoRD we adopt
the Next Subvolume Method (NSM), which was originally
proposed in [76] and uses both Gillespie’s original Direct
Method (DM; see [46]) and Gibson and Bruck’s Next Re-
action Method (NRM; see [77]). Specifically, we use the
NRM to determine the subvolume where the next event
will occur and the DM to determine the next event in a
given subvolume. Even though the NRM is efficient when
there is a very large number of events, the NSM was shown
in [76] to be faster than applying the NRM to all events.

The primary difference between the original NSM and
the implementation in AcCoRD is that AcCoRD accounts
for the hybrid interface between microscopic and meso-
scopic regimes. The event propensity for a subvolume
molecule to enter a microscopic region, and the algorithm
for determining a new microscopic molecule’s location,
were described in Section 4.2.2.

Appendix C.4.1. Next Reaction Method in NSM

The NSM uses the NRM to determine the subvolume
where the next reaction occurs. We sort all subvolumes
in an indexed priority queue. Subvolume s has an asso-
ciated subvolume propensity αs, which is the sum of all
propensities of all possible reaction events in that subvol-
ume. Given the subvolume’s initial propensity αs,i, the
time ti until the first reaction event can be generated as

an exponential random variable via

ti = − log u

αs,i
, (C.2)

where u is a uniform random number between 0 and 1. We
sort the subvolumes in the indexed priority queue accord-
ing to their reaction times, such that the subvolume with
the lowest time is at the front of the queue (and can be
immediately found, i.e., in O (1) time). When a reaction
occurs in subvolume s, then the propensity αs,i is updated
(if the number of molecules of any type changed) and the
time until the next subvolume event is obtained via (C.2).
Sometimes, the propensity can change without a reaction
occurring in the subvolume, i.e., if molecules are added
to the subvolume by an active actor or via diffusion. If
this occurs, then the reaction time can be updated with-
out generating a new random number. Given the initial
propensity αs,i, the updated propensity αs,f , the original
reaction time ti, and the current simulation time tc, then
the updated subvolume event time tf is [77, p. 1881]

tf = tc +
αs,i
αs,f

(ti − tc) , (C.3)

and this update is much faster than using (C.2). When
the subvolume reaction time is updated (either via (C.2)
or (C.3)), we also update the subvolume’s place in the in-
dexed priority queue, which takesO (logNSub) time, where
NSub is the total number of subvolumes. However, as
noted in [77], updating the queue often takes much less
than O (logNSub) time if a small number of subvolumes
are much more likely to have an event than the others.
At the end of the mesoscopic simulation step, we read the
time associated with the subvolume at the front of the
queue to update the mesoscopic timer.

Appendix C.4.2. Direct Method in NSM

The NSM uses the DM to determine which subvolume
reaction takes place. This process is effectively a biased die
roll where the probability of each event is proportional to
the propensity of that event. If reaction c has propensity
αc, then it has probability αc/αs of being the next reaction
in subvolume s. We perform the die roll by generating
a uniform random number u and comparing it with the
cumulative sum of αc/αs terms for subvolume s; see [46,
Eq. (27b)].

Using the DM takes O (NEvent) time, where NEvent is
the total number of possible events in that subvolume,
i.e., all chemical reactions and diffusion of each type of
molecule to every neighboring subvolume. Every distin-
guishable reaction is a distinct event. For example, con-
sider a subvolume with two types of molecules. If the
molecules can participate in one of three chemical reac-
tions (either as a reactant or product), and both types of
molecule can diffuse into any of the subvolume’s six neigh-
bors, then there are a total of 3 + 2 × 6 = 15 possible
events.
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Appendix C.4.3. Executing Events

Once the NSM has determined the current event, it is
executed by adjusting the corresponding molecule counts.
This takes O (1) time for a diffusion event and O (|ΩMol|)
time for a chemical reaction event, where |ΩMol| is the
number of molecule types. It also takes O (NEvent) time
to update the event propensities within the subvolume (or
subvolumes in the case of diffusion). As mentioned previ-
ously, the individual event propensities are added to get
the total subvolume propensity αs and then we can recal-
culate the subvolume’s next event time.

Given the time to execute the NSM and the time
to execute the current event, one mesoscopic step takes
O (logNSub +NEvent + |ΩMol|) = O (logNSub +NEvent)
time, since the number of events is a linear function of
the number of types of molecules.

Appendix D. Review of Statistics

In this appendix, we review expressions for the prob-
ability distributions and mutual information used in Ac-
CoRD’s post-processing utilities.

Appendix D.1. Binomial Distribution

If we assume that all molecules behave independently
and have the same probability of being observed at some
time by a passive actor, then it is natural to describe the
number of molecules observed by the actor at some time as
a Binomial random variable; see [58, Ch. 5]. Suppose that
X is a Binomial random variable and corresponds to the
number of molecules observed. If n is the total number of
molecules, and p is probability of a given molecule being
observed, then the probability mass function (PMF) of X
is [58, Eq. (5.1.2)]

Pr{X = k} =

(
n

k

)
pk (1− p)n−k , (D.1)

where k ∈ {0, 1, . . . , n}. The PMF can be more convenient
to calculate via [78, Eq. (26.5.25)]

Pr{X = k} = Ip (i, n− i+ 1)− Ip (i+ 1, n− i) , (D.2)

where [78, Eq. (6.6.2)]

Ix (a, b) =
Bx (a, b)

B (a, b)
(D.3)

is the regularized incomplete Beta function, [78,
Eq. (6.6.1)]

Bx (a, b) =

∫ x

0

ta−1 (1− t)b−1
dt (D.4)

is the incomplete Beta function, and [78, Eq. (6.2.1)]

B (a, b) = Bx (a, b) |x=1, (D.5)

is the Beta function. The cumulative distribution function
(CDF) of X is [58, Eq. (5.1.4)]

Pr{X ≤ i} =

i∑
k=0

(
n

k

)
pk (1− p)n−k , (D.6)

which can be more convenient to calculate via [78,
Eq. (26.5.24)]

Pr{X ≤ i} = I1−p (n− i, i+ 1) . (D.7)

Appendix D.2. Poisson Approximation

One approximation of the Binomial distribution uses
the Poisson distribution with mean np, which is valid when
n is sufficiently large and p is sufficiently small; see [58,
Ch. 5]. If X is a Poisson random variable with mean np,
then its PMF is [58, Eq. (5.2.1)]

Pr{X = k} =
(np)

k
exp (−np)
k!

, (D.8)

and its CDF is

Pr{X ≤ i} =

i∑
k=0

(np)
k

exp (−np)
k!

. (D.9)

Using [78, Eqs. (26.4.19), (26.4.21)], it can be shown
that the CDF can also be calculated as

Pr{X ≤ i} =
Γ(bi+ 1c, np)

Γ(bi+ 1c)
, (D.10)

where [78, Eq. (6.5.3)]

Γ (a, x) =

∫ ∞
x

ta−1 exp (−t) dt (D.11)

is the incomplete Gamma function and [78, Eq. (6.1.1)]

Γ (a) = Γ (a, x) |x=0 (D.12)

is the Gamma function.

Appendix D.3. Gaussian Approximation

By the central limit theorem, a Binomial random vari-
able can also be approximated as a Gaussian random vari-
able with mean np and variance np(1− p); see [58, Ch. 6].
However, since a Gaussian distribution has real support,
we should include a continuity correction to approximate
the discrete Binomial distribution. If Binomial random
variable X is approximated by Gaussian random variable
Y , then the PMF of X, Pr{X = k}, should be approxi-
mated using Pr{k − 0.5 < Y < k + 0.5}. By adding the
continuity correction to [79, Eq. (2.1-93)], we approximate
the CDF of Binomial random variable X as

Pr{X ≤ k} =
1

2

[
1 + erf

(
k + 0.5− np√

2np(1− p)

)]
, (D.13)

and we obtain the PMF Pr{X = k} by subtracting
Pr{X ≤ k − 1} from Pr{X ≤ k}.
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Appendix D.4. Mutual Information

The mutual information between two variables X and
Y , I (X;Y ), measures how much the knowledge of one
variable aids in the prediction of a second variable. It is
defined as [80, Eq. (2.28)]

I (X;Y ) =
∑
x

∑
y

Pr (X = x, Y = y)

× log
Pr (X = x, Y = y)

Pr (X = x) Pr (Y = y)
, (D.14)

where Pr (X = x, Y = y) is the joint probability distribu-
tion of X and Y , and Pr (X = x) and Pr (Y = y) are the
marginal distributions of X and Y , respectively. Given re-
alizations of the two variables X and Y , we can calculate
these distributions empirically. If X and Y are indepen-
dent, then knowing X does not provide any greater cer-
tainty in predicting the value of Y (or vice versa). Theo-
retically, independent variables have I (X;Y ) = 0, though
calculating mutual information from a finite number of re-
alizations will generally result in a non-zero value; see [62].

Appendix E. Video Summary

There are eight videos in [23]. Video 1 shows a sam-
ple environment described in Section 3. The environments
in the remaining videos are shown in Section 1 and com-
plete descriptions can be found in Section 7. For clarity,
each video generally shows fewer molecules than the cor-
responding simulation. Summaries of the video files are as
follows:

1. Video 1: This video shows a simulation of the envi-
ronment in Fig. 5 on page 8. Molecules are released
by the blue surface. They can diffuse (in one direc-
tion) through the green membrane surface and be
absorbed by the sphere. All other boundaries are
reflective. The trajectory of one molecule is empha-
sized by showing it in red (until it is absorbed and
turns blue).

2. Video 2: This video shows a simulation of Sys-
tem 1, whose environment is shown in Fig. 1 on
page 3 and Fig. 8 on page 21. The system has ad-
jacent microscopic and mesoscopic regions of equal
size. Molecules are initialized uniformly through-
out the environment and freely diffuse throughout.
All boundaries are reflective. The trajectory of one
molecule is emphasized by showing it in blue in the
mesoscopic regime and in red in the microscopic
regime.

3. Video 3: This video shows a simulation of a subset
of System 2, whose environment is shown in Fig. 2
on page 3. The system is a rectangular rod that
is mostly a mesoscopic region but the end with an
absorbing surface is microscopic. Molecules are ini-
tialized uniformly throughout the environment and
freely diffuse until they are absorbed. The molecules

are dark grey in the mesoscopic region, light grey in
the microscopic region, and turn red when absorbed.

4. Video 4: This video shows a simulation of a small
subset of System 3, whose full environment is shown
in Fig. 3 on page 4. Molecules are initialized in the
narrow space between two spheres. These molecules
can irreversibly absorb to the outer sphere (and turn
blue) and are reflected off of the inner sphere.

5. Video 5: This video shows a simulation of a small
subset of System 3, whose full environment is shown
in Fig. 3 on page 4. Molecules are initialized in the
narrow space between two spheres. These molecules
can probabilistically diffuse through the inner sphere
in either direction (i.e., the inner sphere is a bidirec-
tional membrane) and are reflected off of the outer
sphere. The molecules turn yellow while they are
inside the inner sphere.

6. Video 6: This video shows a simulation of System
4, whose environment is shown in Fig. 4 on page 4.
A point transmitter releases molecules that are ob-
served at a passive sphere. The released molecules
are blue while they diffuse freely, yellow while they
are bound to enzyme molecules, and red while they
are inside the sphere. The unbound enzymes are
white.

7. Video 7: This video shows a simulation of Sys-
tem 4, whose environment is shown in Fig. 4 on
page 4. A point transmitter releases multiple pulses
of molecules that are observed at a passive sphere.
The molecules turn red while they are inside the
sphere.

8. Video 8: This video shows a simulation of System
4, whose environment is shown in Fig. 4 on page 4.
A point transmitter releases molecules that are ob-
served at an absorbing sphere. The molecules turn
red when they are absorbed.
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