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Recurrent Neural Networks 
•  Can	read	or	produce	an	output	at	each	Gme	step:	unfolding	the	

graph	tells	us	how	to	back-prop	through	Gme.	
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Recurrent Neural Networks 
•  SelecGvely	summarize	an	input	sequence	in	a	fixed-size	state	

vector	via	a	recursive	update	
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Generative RNNs 
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•  An	RNN	can	represent	a	fully-connected	directed	genera/ve	
model:	every	variable	predicted	from	all	previous	ones.	
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•  Sequence	to	vector	
•  Sequence	to	sequence	of	the	

same	length,	aligned	

•  Vector	to	sequence	

•  Sequence	to	sequence		



•  During	training,	past	y	
in	input	is	from	training	
data	

•  At	generaGon	Gme,	
past	y	in	input	is	
generated	

•  Mismatch	can	cause		
”compounding	error”		
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Ideas to reduce the train/generate 
mismatch in teacher forcing 
•  Scheduled	sampling	(S.	Bengio	et	al,	NIPS	2015)	

	
•  Backprop	through	open-loop	sampling	recurrence	&	minimize	long-term	cost	

(but	which	one?	GAN	would	be	most	natural	à	Professor	Forcing,	NIPS’2016)	
7	

Related	to	
SEARN	(Daumé	et	al	2009)	
DAGGER	(Ross	et	al	2010)	
Gradually	increase	the	
probability	of	using	
the	model’s	samples	
vs	the	ground	truth	
as	input.	



Increasing the Expressive Power of 
RNNs with more Depth 
•  ICLR	2014,	How	to	construct	deep	recurrent	neural	networks	
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Bidirectional RNNs, Recursive Nets, 
Multidimensional RNNs, etc. 
•  The	unfolded	architecture	needs	not	be	a	straight	chain		

9	

(Mul/dimensional	RNNs,	Graves	et	al	2007)	

Figure 1: 2D RNN Forward pass. Figure 2: 2D RNN Backward pass.

Various statistical models have been proposed for multi-dimensional data, notably
multi-dimensional HMMs. However, multi-dimensional HMMs suffer from two severe
drawbacks: (1) the time required to run the Viterbi algorithm, and thereby calculate
the optimal state sequences, grows exponentially with the number of data points; (2)
the number of transition probabilities, and hence the required memory, grows expo-
nentially with the data dimensionality. Numerous approximate methods have been
proposed to alleviate one or both of these problems, including pseudo 2D and 3D
HMMs [8], isolating elements [12], approximate Viterbi algorithms [10], and depen-
dency tree HMMs [9]. However, none of these methods are able to exploit the full
multi-dimensional structure of the data.

As we will see, multi dimensional recurrent neural networks (MDRNNs) bring
the benefits of RNNs to multi-dimensional data, without suffering from the scaling
problems described above.

Section 2 describes the MDRNN architecture, Section 3 presents two experiments
on image segmentation, and concluding remarks are given in Section 4.

2 Multi-Dimensional Recurrent Neural Networks

The basic idea of MDRNNs is to replace the single recurrent connection found in stan-
dard RNNs with as many recurrent connections as there are dimensions in the data.
During the forward pass, at each point in the data sequence, the hidden layer of the net-
work receives both an external input and its own activations from one step back along
all dimensions. Figure 1 illustrates the two dimensional case.

Note that, although the word sequence usually connotes one dimensional data, we
will use it to refer to data examplars of any dimensionality. For example, an image is
a two dimensional sequence, a video is a three dimensional sequence, and a series of
fMRI brain scans is a four dimensional sequence.

Clearly, the data must be processed in such a way that when the network reaches a
point in an n-dimensional sequence, it has already passed through all the points from
which it will receive its previous activations. This can be ensured by following a
suitable ordering on the points {(x1, x2, ..., xn

)}. One example of a suitable order-
ing is (x1, . . . , xn

) < (x0
1, . . . , x

0
n

) if 9 m 2 (1, . . . , n) such that x
m

< x0
m

and
x

i

= x0
i

8 i 2 (1, . . . ,m� 1). Note that this is not the only possible ordering, and that
its realisation for a particular sequence depends on an arbitrary choice of axes. We will
return to this point in Section 2.1. Figure 3 illustrates the ordering for a 2 dimensional
sequence.

The forward pass of an MDRNN can then be carried out by feeding forward the
input and the n previous hidden layer activations at each point in the ordered input
sequence, and storing the resulting hidden layer activations. Care must be taken at the
sequence boundaries not to feed forward activations from points outside the sequence.

2

Bidirec/onal	RNNs	(Schuster	and	Paliwal,	1997)		
	

See	Alex	Graves’s	work,	e.g.,	2012		
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Multiplicative Interactions 

•  MulGplicaGve	IntegraGon	RNNs:		
•  Replace	

•  By	

•  Or	more	general:	
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Abstract

We introduce a general simple structural design called “Multiplicative Integra-1

tion” (MI) to improve recurrent neural networks (RNNs). MI changes the way2

of how the information flow gets integrated in the computational building block3

of an RNN, while introducing almost no extra parameters. The new structure4

can be easily embedded into many popular RNN models, including LSTMs and5

GRUs. We empirically analyze its learning behaviour and conduct evaluations on6

several tasks using different RNN models. Our experimental results demonstrate7

that Multiplicative Integration can provide a substantial performance boost over8

many of the existing RNN models.9

1 Introduction10

Recently there has been a resurgence of new structural designs for recurrent neural networks (RNNs)11

[1, 2, 3]. Most of these designs are derived from popular structures including vanilla RNNs, Long12

Short Term Memory networks (LSTMs) [4] and Gated Recurrent Units (GRUs) [5]. Despite of their13

varying characteristics, most of them share a common computational building block, described by the14

following equation:15

�(Wx+Uz + b), (1)

where x 2 Rn and z 2 Rm are state vectors coming from different information sources, W 2 Rd⇥n16

and U 2 Rd⇥m are state-to-state transition matrices, and b is a bias vector. This computational17

building block serves as a combinator for integrating information flow from the x and z by a sum18

operation “+”, followed by a nonlinearity �. We refer it as the additive building block. Additive19

building blocks are widely implemented in various state computations in RNNs (e.g. hidden state20

computations for vanilla-RNNs, gate/cell computations of LSTMs and GRUs).21

In this work, we propose an alternative design for constructing the computational building block by22

changing the procedure of information integration. Specifically, instead of utilizing sum operation23

“+", we propose to use the Hadamard product “�” to fuse Wx and Uz:24

�(Wx�Uz + b) (2)

The result of this modification changes the RNN from first order to second order [6], while introducing25

no extra parameters. We call this information integration design as Multiplicative Integration. The26

effect of multiplication naturally results in a gating type structure, in which Wx and Uz are the gates27

of each other. More specifically, one can think of the state-to-state computation Uz as dynamically28

rescaled by the Wx. Such rescaling does not exist in the additive building block in which Uz is29

independent of x. This relatively simple modification brings about advantages over the additive30

building block as it alters RNN’s gradient properties, which we discuss in detail in the next section,31

as well as verify through extensive experiments.32

Submitted to 29th Conference on Neural Information Processing Systems (NIPS 2016). Do not distribute.
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In the following sections, we first introduce a general formulation of Multiplicative Integration. We33

then compare it to the additive building block on several sequence learning tasks, including character34

level language modelling, speech recognition, large scale sentence representation learning using a35

Skip-Thought model, and teaching machine to read and comprehend for the question answering36

task. The experimental results (together with several existing state-of-the-art models) show that37

various RNN structures (including vanilla RNNs, LSTMs, and GRUs) equipped with Multiplicative38

Integration provide better generalization and easier optimization. Its main advantages include: (1) It39

enjoys better gradient properties due to the gating effect. Most of the hidden units are non-saturated;40

(2) The general formulation of Multiplicative Integration naturally includes the additive building41

block as a special case, and introduces almost no extra parameters compared to the additive building42

block; and (3) Rather than inflexible ad-hoc structural design, it can be easily embedded into most of43

the popular RNN models, including LSTMs and GRUs. It can also be combined with other RNN44

training techniques such as Recurrent Batch Normalization [7]. We further discuss its relationship45

to existing models, including Hidden Markov Models (HMMs) [8], second order RNNs [9, 6] and46

Multiplicative RNNs [10].47

2 Structure Description and Analysis48

2.1 General Formulation of Multiplicative Integration49

The key idea behind Multiplicative Integration is to integrate different information flows Wx and Uz,50

by the Hadamard product “�”. A more general formulation of Multiplicative Integration includes51

two more bias vectors �1 and �2 added to Wx and Uz:52

�((Wx+ �1)� (Uz + �2) + b) (3)
where �1,�2 2 Rd are bias vectors. Notice that such formulation contains the first order terms as53

in a additive building block, i.e., �1 �Uht�1 + �2 �Wxt. In order to make the Multiplicative54

Integration more flexible, we introduce another bias vector ↵ 2 Rd to gate1 the term Wx �Uz,55

obtaining the following formulation:56

�(↵�Wx�Uz + �1 �Uz + �2 �Wx+ b), (4)
Note that the number of parameters of the Multiplicative Integration is about the same as that of the57

additive building block, since the number of new parameters (↵, �1 and �2) are negligible compared58

to total number of parameters. Also, Multiplicative Integration can be easily extended to LSTMs59

and GRUs2, that adopt vanilla building blocks for computing gates and output states, where one can60

directly replace them with the Multiplicative Integration. More generally, in any kind of structure61

where k information flows (k � 2) are involved (e.g. RNN with multiple skip connections [11]62

or in feedforward models like residual networks [12]), one can implement pairwise Multiplicative63

Integration for integrating all k information sources.64

2.2 Gradient Properties65

The Multiplicative Integration has different gradient properties compared to the additive building66

block. For clarity of presentation, we first look at vanilla-RNN and RNN with Multiplicative67

Integration embedded, referred to as MI-RNN. That is, ht = �(Wxt + Uht�1 + b) versus68

ht = �(Wxt �Uht�1 + b). In a vanilla-RNN, the gradient @ht
@ht�n

can be computed as follows:69

@ht

@ht�n
=

tY

k=t�n+1

UT
diag(�

0
k), (5)

where �0
k = �

0
(Wxk +Uhk�1 +b). The equation above shows that the gradient flow through time70

heavily depends on the hidden-to-hidden matrix U, but W and xk appear to play a limited role: they71

only come in the derivative of �0 mixed with Uhk�1. On the other hand, the gradient @ht
@ht�n

of a72

MI-RNN is3:73

@ht

@ht�n
=

tY

k=t�n+1

UT
diag(Wxk)diag(�

0
k), (6)

1If ↵ = 0, the Multiplicative Integration will degenerate to the vanilla additive building block.
2See exact formulations in the Appendix.
3Here we adopt the simplest formulation of Multiplicative Integration for illustration. In the more general

case (Eq. 4), diag(Wxk) in Eq. 6 will become diag(↵�Wxk + �1).

2

(Wu	et	al,	2016,	arXiv:1606.06630)	

Figure 1: (a) Curves of log-L2-norm of gradients for lin-RNN (blue) and lin-MI-RNN (orange). Time gradually
changes from {1, 5, 10}. (b) Validation BPC curves for vanilla-RNN, MI-RNN-simple using Eq. 2, and MI-
RNN-general using Eq. 4. (c) Histogram of vanilla-RNN’s hidden activations over the validation set, most
activations are saturated. (d) Histogram of MI-RNN’s hidden activations over the validation set, most activations
are not saturated.

We next tried different initialization of W and U to test their sensitivities to the scaling. For each129

model, we fix the initialization of U to uniform[�0.02, 0.02] and initialize W to uniform[�rW, rW]130

where rW varies in {0.02, 0.1, 0.3, 0.6}. Table 1, top left panel, shows results. As we increase131

the scale of W, performance of the vanilla-RNN improves, suggesting that the model is able to132

better utilize the input information. On the other hand, MI-RNN is much more robust to different133

initializations, where the scaling has almost no effect on the final performance.134

3.1.3 On different choices of the formulation135

In our third experiment, we evaluated the performance of different computational building blocks,136

which are Eq. 1 (vanilla-RNN), Eq. 2 (MI-RNN-simple) and Eq. 4 (MI-RNN-general)4. From the137

validation curves in Figure 1 (b), we see that both MI-RNN, simple and MI-RNN-general yield much138

better performance compared to vanilla-RNN, and MI-RNN-general has a faster convergence speed139

compared to MI-RNN-simple. We also compared our results to the previously published models140

in Table 1, bottom left panel, where MI-RNN-general achieves a test BPC of 1.39, which is to our141

knowledge the best result for RNNs on this task without complex gating/cell mechanisms.142

3.2 Character Level Language Modeling143

In addition to the Penn-Treebank dataset, we also perform character level language modeling on two144

larger datasets: text85 and Hutter Challenge Wikipedia6. Both of them contain 100M characters from145

Wikipedia while text8 has an alphabet size of 27 and Hutter Challenge Wikipedia has an alphabet146

size of 205. For both datasets, we follow the training protocols in [14] and [1] respectively. We use147

Adam for optimization with the starting learning rate grid-searched in {0.002, 0.001, 0.0005}. If the148

validation BPC (bits-per-character) does not decrease for 2 epochs, we half the learning rate.149

We implemented Multiplicative Integration on both vanilla-RNN and LSTM, referred to as MI-150

RNN and MI-LSTM. The results for the text8 dataset are shown in Table 1, bottom middle panel.151

All five models, including some of the previously published models, have the same number of152

4We perform hyper-parameter search for the initialization of {↵,�1,�2,b} in MI-RNN-general.
5
http://mattmahoney.net/dc/textdata

6
http://prize.hutter1.net/
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Multiscale or Hierarchical RNNs 
•  Motivation :  

o  Gradients can propagate over longer spans through slow time-scale paths 

•  Approach :  

o  Introduce a network architecture that update the states of its hidden layers 
with different speeds in order to capture multiscale representation of 
sequences. 
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(Bengio	&	Elhihi,	NIPS	1995)	



Learning Long-Term 
Dependencies with 
Gradient Descent is 

Difficult 
Y.	Bengio,	P.	Simard	&	P.	Frasconi,	IEEE	Trans.	Neural	Nets,	1994	



How to store 1 bit? Dynamics with multiple 
basins of attraction in some dimensions 

13	

Basins	boundary	

Bit=1	

Bit=0	

Note:	gradients	MUST	be	high	near	the	boundary	

•  Some	subspace	of	the	state	can	store	1	or	more	bits	of	
informaGon	if	the	dynamical	system	has	mulGple	basins	of	
ahracGon	in	some	dimensions	

W>1	

Flip-flop	
neuron	



Robustly storing 1 bit in the presence 
of bounded noise 
•  With	spectral	radius	>	1,	noise	can	kick	state	out	of	ahractor	

•  Stable	with	radius<1	
14	

X
β

Γ

Domain of at
(a)

X

β

Domain of at

Γ

(b)

|M’|>1

|M’|<1

|M’|<1

|M’|>1

X
β

Γ

Domain of at
(a)

X

β

Domain of at

Γ

(b)

|M’|>1

|M’|<1

|M’|<1

|M’|>1

UNSTABLE	

CONTRACTIVE	
à	STABLE	



Storing Reliably è Vanishing gradients 
•  Reliably	storing	bits	of	informaGon	requires	spectral	radius<1	
•  The	product	of	T	matrices	whose	spectral	radius	is	<	1	is	a	matrix	

whose	spectral	radius	converges	to	0		at	exponenGal	rate	in	T	

•  If	spectral	radius	of	Jacobian	is	<	1	è	propagated	gradients	vanish	

	

15	



Vanishing or Exploding Gradients 
•  Hochreiter’s	1991	MSc	thesis	(in	German)	had	independently	

discovered	that	backpropagated	gradients	in	RNNs	tend	to	either	
vanish	or	explode	as	sequence	length	increases	

16	



Why it hurts gradient-based learning 

•  Long-term	dependencies	get	a	weight	that	is	exponenGally	
smaller	(in	T)	compared	to	short-term	dependencies	

17	

Becomes	exponenGally	smaller	
for	longer	Gme	differences,	
when	spectral	radius	<	1	



Vanishing Gradients in Deep Nets are 
Different from the Case in RNNs 

•  If	it	was	just	a	case	of	vanishing	gradients	in	deep	nets,	
we	could	just	rescale	the	per-layer	learning	rate,	but	
that	does	not	really	fix	the	training	difficulGes.	

	
•  Can’t	do	that	with	RNNs	because	the	weights	are	

shared,	&	total	true	gradient	=	sum	over	different	
“depths”	

18	
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•  The	RNN	gradient	is	a	product	of	Jacobian	matrices,	each	
associated	with	a	step	in	the	forward	computaGon.	To	store	
informaGon	robustly	in	a	finite-dimensional	state,	the	dynamics	
must	be	contracGve	[Bengio	et	al	1994].		

	
•  Problems:		

•  e-values	of	Jacobians	>	1	à	gradients	explode		
•  or	e-values	<	1	à	gradients	shrink	&	vanish	
•  or	random	à	variance	grows	exponenGally	

	

To store information robustly the 
dynamics must be contractive   

19	

Storing	bits	
robustly	requires	
e-values<1	

Gradient	
clipping	



Dealing with Gradient Explosion by 
Gradient Norm Clipping 

20	

(Mikolov	thesis	2012;	
Pascanu,	Mikolov,	Bengio,	ICML	2013)	
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RNN Tricks  
(Pascanu,	Mikolov,	Bengio,	ICML	2013;	Bengio,	Boulanger	&	Pascanu,	ICASSP	2013)	

•  Clipping	gradients	(avoid	exploding	gradients)	
•  Skip	connecGons	&	leaky	integraGon	(propagate	further)	
•  MulGple	Gme	scales	/	hierarchy	(propagate	further)	
•  Momentum	(cheap	2nd	order)	
•  IniGalizaGon	(start	in	right	ballpark	avoids	exploding/vanishing)	
•  Sparse	Gradients	(symmetry	breaking)	
•  Gradient	propagaGon	regularizer	(avoid	vanishing	gradient)	
•  Gated	self-loops	(LSTM	&	GRU,	reduces	vanishing	gradient)	

21	
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Delays & Hierarchies to Reach Farther  
•  Delays	and	mulGple	Gme	scales,	Elhihi	&	Bengio	NIPS	1995,	

Koutnik	et	al	ICML	2014	
•  How	to	do	this	right?	
•  How	to	automaUcally	
and	adapUvely	do	it?	

22	

Hierarchical	RNNs	(words	/	sentences):	
Sordoni	et	al	CIKM	2015,	Serban	et	al	
AAAI	2016		



Multi-Scale: Chung, Cho & Bengio ACL’2016 
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Hand-crafted segmentation! Learned segmentation!

soft segmentation:!
can be trained by backprop!



Hierarchical Multiscale RNNs�
Chung, Ahn & Bengio ICLR’2017 
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Boundary detectors have binary states!!

Gradient signal:!
-  straight-through!
-  REINFORCE!



×

input input gate forget gate output gate

output

state

self-loop

×

+ ×

Fighting the vanishing gradient: 
LSTM & GRU 

•  Create	a	path	where	
gradients	can	flow	for	
longer	with	a	self-loop	

•  Corresponds	to	an	
eigenvalue	of	Jacobian	
slightly	less	than	1	

•  LSTM	is	now	heavily	used	
(Hochreiter	&	Schmidhuber	1997)	

•  GRU	light-weight	version	
(Cho	et	al	2014)	

LSTM:	(Hochreiter	&	Schmidhuber	1997)	(Hochreiter	1991);	first	version	of	
the	LSTM,	called	Neural	Long-
Term	Storage	with	self-loop	 new state ⇡ old state + update

@new state

@old state

⇡ I



Gating for Attention-Based Neural 
Machine Translation 
•  (Bahdanau,	Cho	&	Bengio,	arXiv	sept.	2014,	ICLR	2015)	
•  (Jean,	Cho,	Memisevic	&	Bengio,	arXiv	dec.	2014,	ACL	2015)	
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       weightj ajΣ =1

Related	to	earlier	Graves	2013	for	generaGng	handwriGng	

Read	=	weighted	average	of	
ahended	contents	

aj =
eA(zi,hj)

P
j0 e

A(zi,hj0 )
<latexit sha1_base64="PtO5oGvvL9E5g4pgPupE3p+5eEg=">AAAEKnicjVPLbtNQEJ3UPEp4NIUlG4sUUSSI7Aqp3SAV2LAsEmkr1cWy3evEiV/yo6VY/hW+gM9gCwt2FVsW8Becmd5EfQhRjxLPPWfOuTPXtp/HUVlZ1klnwbh2/cbNxVvd23fu3lvqLd/fLrO6CNQwyOKs2PW9UsVRqoZVVMVqNy+Ul/ix2vGnb5jfOVRFGWXp++o4V/uJN0qjMAq8CpDb2/DcifnSdMLCCxr1oXm1+smNno3dydO2bZyyTtxm8qQ1zzC8Bun2+tbAksu8nNg66ZO+trLlTkIOHVBGAdWUkKKUKuQxeVQi9sgmi3Jg+9QAK5BFwitqqQttjSqFCg/oFP8jrPY0mmLNnqWoA+wS41dAadJjaDLUFch5N1P4WpwZ/Zd3I57c2zHuvvZKgFY0Bvo/3azyqjqepaKQNmSGCDPlgvB0gXap5VS4c/PMVBUccmCcH4AvkAeinJ2zKZpSZuez9YT/LZWM8jrQtTX9kS65zxTYkZxXIhOk8G+A83451Bl91Hd+chm6ZHY2K7vHghzO3bnLBt4mwoEiRERzJpace5oiy1ExhhejI+CNrEM5gRXqI1aABPIMTR3OuX5OWZ4ju+Azlf1SWpPKFkgJNrmC4vlcM4suvgb74rt/OdleG9jWwH73or/5Wn8Xi/SQHtEq3v112qS3tEVD7P+ZvtI3+m58MX4YJ8bP09KFjtY8oHOX8esvzivgKQ==</latexit><latexit sha1_base64="PtO5oGvvL9E5g4pgPupE3p+5eEg=">AAAEKnicjVPLbtNQEJ3UPEp4NIUlG4sUUSSI7Aqp3SAV2LAsEmkr1cWy3evEiV/yo6VY/hW+gM9gCwt2FVsW8Becmd5EfQhRjxLPPWfOuTPXtp/HUVlZ1klnwbh2/cbNxVvd23fu3lvqLd/fLrO6CNQwyOKs2PW9UsVRqoZVVMVqNy+Ul/ix2vGnb5jfOVRFGWXp++o4V/uJN0qjMAq8CpDb2/DcifnSdMLCCxr1oXm1+smNno3dydO2bZyyTtxm8qQ1zzC8Bun2+tbAksu8nNg66ZO+trLlTkIOHVBGAdWUkKKUKuQxeVQi9sgmi3Jg+9QAK5BFwitqqQttjSqFCg/oFP8jrPY0mmLNnqWoA+wS41dAadJjaDLUFch5N1P4WpwZ/Zd3I57c2zHuvvZKgFY0Bvo/3azyqjqepaKQNmSGCDPlgvB0gXap5VS4c/PMVBUccmCcH4AvkAeinJ2zKZpSZuez9YT/LZWM8jrQtTX9kS65zxTYkZxXIhOk8G+A83451Bl91Hd+chm6ZHY2K7vHghzO3bnLBt4mwoEiRERzJpace5oiy1ExhhejI+CNrEM5gRXqI1aABPIMTR3OuX5OWZ4ju+Azlf1SWpPKFkgJNrmC4vlcM4suvgb74rt/OdleG9jWwH73or/5Wn8Xi/SQHtEq3v112qS3tEVD7P+ZvtI3+m58MX4YJ8bP09KFjtY8oHOX8esvzivgKQ==</latexit><latexit sha1_base64="PtO5oGvvL9E5g4pgPupE3p+5eEg=">AAAEKnicjVPLbtNQEJ3UPEp4NIUlG4sUUSSI7Aqp3SAV2LAsEmkr1cWy3evEiV/yo6VY/hW+gM9gCwt2FVsW8Becmd5EfQhRjxLPPWfOuTPXtp/HUVlZ1klnwbh2/cbNxVvd23fu3lvqLd/fLrO6CNQwyOKs2PW9UsVRqoZVVMVqNy+Ul/ix2vGnb5jfOVRFGWXp++o4V/uJN0qjMAq8CpDb2/DcifnSdMLCCxr1oXm1+smNno3dydO2bZyyTtxm8qQ1zzC8Bun2+tbAksu8nNg66ZO+trLlTkIOHVBGAdWUkKKUKuQxeVQi9sgmi3Jg+9QAK5BFwitqqQttjSqFCg/oFP8jrPY0mmLNnqWoA+wS41dAadJjaDLUFch5N1P4WpwZ/Zd3I57c2zHuvvZKgFY0Bvo/3azyqjqepaKQNmSGCDPlgvB0gXap5VS4c/PMVBUccmCcH4AvkAeinJ2zKZpSZuez9YT/LZWM8jrQtTX9kS65zxTYkZxXIhOk8G+A83451Bl91Hd+chm6ZHY2K7vHghzO3bnLBt4mwoEiRERzJpace5oiy1ExhhejI+CNrEM5gRXqI1aABPIMTR3OuX5OWZ4ju+Azlf1SWpPKFkgJNrmC4vlcM4suvgb74rt/OdleG9jWwH73or/5Wn8Xi/SQHtEq3v112qS3tEVD7P+ZvtI3+m58MX4YJ8bP09KFjtY8oHOX8esvzivgKQ==</latexit><latexit sha1_base64="PtO5oGvvL9E5g4pgPupE3p+5eEg=">AAAEKnicjVPLbtNQEJ3UPEp4NIUlG4sUUSSI7Aqp3SAV2LAsEmkr1cWy3evEiV/yo6VY/hW+gM9gCwt2FVsW8Becmd5EfQhRjxLPPWfOuTPXtp/HUVlZ1klnwbh2/cbNxVvd23fu3lvqLd/fLrO6CNQwyOKs2PW9UsVRqoZVVMVqNy+Ul/ix2vGnb5jfOVRFGWXp++o4V/uJN0qjMAq8CpDb2/DcifnSdMLCCxr1oXm1+smNno3dydO2bZyyTtxm8qQ1zzC8Bun2+tbAksu8nNg66ZO+trLlTkIOHVBGAdWUkKKUKuQxeVQi9sgmi3Jg+9QAK5BFwitqqQttjSqFCg/oFP8jrPY0mmLNnqWoA+wS41dAadJjaDLUFch5N1P4WpwZ/Zd3I57c2zHuvvZKgFY0Bvo/3azyqjqepaKQNmSGCDPlgvB0gXap5VS4c/PMVBUccmCcH4AvkAeinJ2zKZpSZuez9YT/LZWM8jrQtTX9kS65zxTYkZxXIhOk8G+A83451Bl91Hd+chm6ZHY2K7vHghzO3bnLBt4mwoEiRERzJpace5oiy1ExhhejI+CNrEM5gRXqI1aABPIMTR3OuX5OWZ4ju+Azlf1SWpPKFkgJNrmC4vlcM4suvgb74rt/OdleG9jWwH73or/5Wn8Xi/SQHtEq3v112qS3tEVD7P+ZvtI3+m58MX4YJ8bP09KFjtY8oHOX8esvzivgKQ==</latexit>

r =
X

j

ajhj

<latexit sha1_base64="6KO6aADAE0rCTnoroiREvmKeJac=">AAAEBHicjVPLTttQEJ3gPmj6CnTZzVVDpW4a2Qip3SChdtMlSA0gERTZ5iYxufa1/OAhi20/o9t20V3Flv/gD9q/6JnhJiqgqtyR7bln5pw7M7aj3CRl5fuXrQXv3v0HDxcftR8/efrseWdpebu0dRHrfmyNLXajsNQmyXS/Siqjd/NCh2lk9E40/cjxnSNdlInNPlenud5Pw3GWjJI4rAANO8uFWleDsk6HhyrENRkeDjtdv+fLUredwDldcmvTLrVSGtABWYqpppQ0ZVTBNxRSCdujgHzKge1TA6yAl0hc0xm1wa2RpZERAp3iPsZuz6EZ9qxZCjvGKQZXAaai1+BY5BXw+TQl8VqUGf2XdiOaXNspnpHTSoFWNAH6P94s86487qWiEb2XHhL0lAvC3cVOpZapcOXqr64qKOTA2D9AvIAfC3M2ZyWcUnrn2YYS/yWZjPI+drk1/ZYquc4M2LHMK5UOMug3wPm8HGxLJ+7Jb86iSo7OemV1I8jRXJ2rbKCtYAMwRrBkHjHic01TeDkyJtBidAy8kf1IJrBCXdgKkFjeoXI2uFbPVZT7sDd0pnJeRquSeQakRDS9A+PtnDOzNv6G4Oa3f9vZXu0Ffi/YWutufHD/xSK9pFf0Bt/+O9qgT7RJfZx/Ql/pG333vng/vJ/e+VXqQstxXtC15V38AXlN0HI=</latexit><latexit sha1_base64="6KO6aADAE0rCTnoroiREvmKeJac=">AAAEBHicjVPLTttQEJ3gPmj6CnTZzVVDpW4a2Qip3SChdtMlSA0gERTZ5iYxufa1/OAhi20/o9t20V3Flv/gD9q/6JnhJiqgqtyR7bln5pw7M7aj3CRl5fuXrQXv3v0HDxcftR8/efrseWdpebu0dRHrfmyNLXajsNQmyXS/Siqjd/NCh2lk9E40/cjxnSNdlInNPlenud5Pw3GWjJI4rAANO8uFWleDsk6HhyrENRkeDjtdv+fLUredwDldcmvTLrVSGtABWYqpppQ0ZVTBNxRSCdujgHzKge1TA6yAl0hc0xm1wa2RpZERAp3iPsZuz6EZ9qxZCjvGKQZXAaai1+BY5BXw+TQl8VqUGf2XdiOaXNspnpHTSoFWNAH6P94s86487qWiEb2XHhL0lAvC3cVOpZapcOXqr64qKOTA2D9AvIAfC3M2ZyWcUnrn2YYS/yWZjPI+drk1/ZYquc4M2LHMK5UOMug3wPm8HGxLJ+7Jb86iSo7OemV1I8jRXJ2rbKCtYAMwRrBkHjHic01TeDkyJtBidAy8kf1IJrBCXdgKkFjeoXI2uFbPVZT7sDd0pnJeRquSeQakRDS9A+PtnDOzNv6G4Oa3f9vZXu0Ffi/YWutufHD/xSK9pFf0Bt/+O9qgT7RJfZx/Ql/pG333vng/vJ/e+VXqQstxXtC15V38AXlN0HI=</latexit><latexit sha1_base64="6KO6aADAE0rCTnoroiREvmKeJac=">AAAEBHicjVPLTttQEJ3gPmj6CnTZzVVDpW4a2Qip3SChdtMlSA0gERTZ5iYxufa1/OAhi20/o9t20V3Flv/gD9q/6JnhJiqgqtyR7bln5pw7M7aj3CRl5fuXrQXv3v0HDxcftR8/efrseWdpebu0dRHrfmyNLXajsNQmyXS/Siqjd/NCh2lk9E40/cjxnSNdlInNPlenud5Pw3GWjJI4rAANO8uFWleDsk6HhyrENRkeDjtdv+fLUredwDldcmvTLrVSGtABWYqpppQ0ZVTBNxRSCdujgHzKge1TA6yAl0hc0xm1wa2RpZERAp3iPsZuz6EZ9qxZCjvGKQZXAaai1+BY5BXw+TQl8VqUGf2XdiOaXNspnpHTSoFWNAH6P94s86487qWiEb2XHhL0lAvC3cVOpZapcOXqr64qKOTA2D9AvIAfC3M2ZyWcUnrn2YYS/yWZjPI+drk1/ZYquc4M2LHMK5UOMug3wPm8HGxLJ+7Jb86iSo7OemV1I8jRXJ2rbKCtYAMwRrBkHjHic01TeDkyJtBidAy8kf1IJrBCXdgKkFjeoXI2uFbPVZT7sDd0pnJeRquSeQakRDS9A+PtnDOzNv6G4Oa3f9vZXu0Ffi/YWutufHD/xSK9pFf0Bt/+O9qgT7RJfZx/Ql/pG333vng/vJ/e+VXqQstxXtC15V38AXlN0HI=</latexit><latexit sha1_base64="6KO6aADAE0rCTnoroiREvmKeJac=">AAAEBHicjVPLTttQEJ3gPmj6CnTZzVVDpW4a2Qip3SChdtMlSA0gERTZ5iYxufa1/OAhi20/o9t20V3Flv/gD9q/6JnhJiqgqtyR7bln5pw7M7aj3CRl5fuXrQXv3v0HDxcftR8/efrseWdpebu0dRHrfmyNLXajsNQmyXS/Siqjd/NCh2lk9E40/cjxnSNdlInNPlenud5Pw3GWjJI4rAANO8uFWleDsk6HhyrENRkeDjtdv+fLUredwDldcmvTLrVSGtABWYqpppQ0ZVTBNxRSCdujgHzKge1TA6yAl0hc0xm1wa2RpZERAp3iPsZuz6EZ9qxZCjvGKQZXAaai1+BY5BXw+TQl8VqUGf2XdiOaXNspnpHTSoFWNAH6P94s86487qWiEb2XHhL0lAvC3cVOpZapcOXqr64qKOTA2D9AvIAfC3M2ZyWcUnrn2YYS/yWZjPI+drk1/ZYquc4M2LHMK5UOMug3wPm8HGxLJ+7Jb86iSo7OemV1I8jRXJ2rbKCtYAMwRrBkHjHic01TeDkyJtBidAy8kf1IJrBCXdgKkFjeoXI2uFbPVZT7sDd0pnJeRquSeQakRDS9A+PtnDOzNv6G4Oa3f9vZXu0Ffi/YWutufHD/xSK9pFf0Bt/+O9qgT7RJfZx/Ql/pG333vng/vJ/e+VXqQstxXtC15V38AXlN0HI=</latexit>

r
<latexit sha1_base64="n0lu+5pbp4nJ+ElK/HttnMsmgek=">AAAD8nicjVPLbtRAEOyNeYTllcCRi8UGiQsrO4oExwguOQbEJpGyEbIn4421tscaj/OQlT/gSg7cEFd+iD8gf5HqzuyKJEJkWrZ7qrtqutt2Whd546Lod28huHP33v3FB/2Hjx4/ebq0/GyrMa1VeqRMYexOmjS6yCs9crkr9E5tdVKmhd5Opx84vn2obZOb6rM7qfVemUyqPMtV4gB9suGXpUE0jGSFN53YOwPya9Ms90oa0z4ZUtRSSZoqcvALSqiB7VJMEdXA9qgDZuHlEtd0Sn1wW2RpZCRAp7hPsNv1aIU9azbCVjilwGXBDOkVOAZ5Fj6fFkq8FWVG/6XdiSbXdoJn6rVKoI4OgP6PN8u8LY97cZTRO+khR0+1INyd8iqtTIUrD//qykGhBsb+PuIWvhLmbM6hcBrpnWebSPyPZDLKe+VzWzqXKrnOCtiRzKuUDirod8D5vBpsQ8f+yW/OoEqOznpl9UKQw7k6V9lBO4SNwchg+TxSiM81TeHVyDiAFqMT4J3sM5nACg1gK0CUvMPQ2/hKPZdR7sNc05nKeRWtSuYpkAbR8haMN3POzPr4G+Lr3/5NZ2t1GEfD+OPaYP29/y8W6QW9pNf49t/SOm3QJo1wfkZf6RudBS74HvwIfl6mLvQ85zldWcGvC8p2yi8=</latexit><latexit sha1_base64="n0lu+5pbp4nJ+ElK/HttnMsmgek=">AAAD8nicjVPLbtRAEOyNeYTllcCRi8UGiQsrO4oExwguOQbEJpGyEbIn4421tscaj/OQlT/gSg7cEFd+iD8gf5HqzuyKJEJkWrZ7qrtqutt2Whd546Lod28huHP33v3FB/2Hjx4/ebq0/GyrMa1VeqRMYexOmjS6yCs9crkr9E5tdVKmhd5Opx84vn2obZOb6rM7qfVemUyqPMtV4gB9suGXpUE0jGSFN53YOwPya9Ms90oa0z4ZUtRSSZoqcvALSqiB7VJMEdXA9qgDZuHlEtd0Sn1wW2RpZCRAp7hPsNv1aIU9azbCVjilwGXBDOkVOAZ5Fj6fFkq8FWVG/6XdiSbXdoJn6rVKoI4OgP6PN8u8LY97cZTRO+khR0+1INyd8iqtTIUrD//qykGhBsb+PuIWvhLmbM6hcBrpnWebSPyPZDLKe+VzWzqXKrnOCtiRzKuUDirod8D5vBpsQ8f+yW/OoEqOznpl9UKQw7k6V9lBO4SNwchg+TxSiM81TeHVyDiAFqMT4J3sM5nACg1gK0CUvMPQ2/hKPZdR7sNc05nKeRWtSuYpkAbR8haMN3POzPr4G+Lr3/5NZ2t1GEfD+OPaYP29/y8W6QW9pNf49t/SOm3QJo1wfkZf6RudBS74HvwIfl6mLvQ85zldWcGvC8p2yi8=</latexit><latexit sha1_base64="n0lu+5pbp4nJ+ElK/HttnMsmgek=">AAAD8nicjVPLbtRAEOyNeYTllcCRi8UGiQsrO4oExwguOQbEJpGyEbIn4421tscaj/OQlT/gSg7cEFd+iD8gf5HqzuyKJEJkWrZ7qrtqutt2Whd546Lod28huHP33v3FB/2Hjx4/ebq0/GyrMa1VeqRMYexOmjS6yCs9crkr9E5tdVKmhd5Opx84vn2obZOb6rM7qfVemUyqPMtV4gB9suGXpUE0jGSFN53YOwPya9Ms90oa0z4ZUtRSSZoqcvALSqiB7VJMEdXA9qgDZuHlEtd0Sn1wW2RpZCRAp7hPsNv1aIU9azbCVjilwGXBDOkVOAZ5Fj6fFkq8FWVG/6XdiSbXdoJn6rVKoI4OgP6PN8u8LY97cZTRO+khR0+1INyd8iqtTIUrD//qykGhBsb+PuIWvhLmbM6hcBrpnWebSPyPZDLKe+VzWzqXKrnOCtiRzKuUDirod8D5vBpsQ8f+yW/OoEqOznpl9UKQw7k6V9lBO4SNwchg+TxSiM81TeHVyDiAFqMT4J3sM5nACg1gK0CUvMPQ2/hKPZdR7sNc05nKeRWtSuYpkAbR8haMN3POzPr4G+Lr3/5NZ2t1GEfD+OPaYP29/y8W6QW9pNf49t/SOm3QJo1wfkZf6RudBS74HvwIfl6mLvQ85zldWcGvC8p2yi8=</latexit><latexit sha1_base64="n0lu+5pbp4nJ+ElK/HttnMsmgek=">AAAD8nicjVPLbtRAEOyNeYTllcCRi8UGiQsrO4oExwguOQbEJpGyEbIn4421tscaj/OQlT/gSg7cEFd+iD8gf5HqzuyKJEJkWrZ7qrtqutt2Whd546Lod28huHP33v3FB/2Hjx4/ebq0/GyrMa1VeqRMYexOmjS6yCs9crkr9E5tdVKmhd5Opx84vn2obZOb6rM7qfVemUyqPMtV4gB9suGXpUE0jGSFN53YOwPya9Ms90oa0z4ZUtRSSZoqcvALSqiB7VJMEdXA9qgDZuHlEtd0Sn1wW2RpZCRAp7hPsNv1aIU9azbCVjilwGXBDOkVOAZ5Fj6fFkq8FWVG/6XdiSbXdoJn6rVKoI4OgP6PN8u8LY97cZTRO+khR0+1INyd8iqtTIUrD//qykGhBsb+PuIWvhLmbM6hcBrpnWebSPyPZDLKe+VzWzqXKrnOCtiRzKuUDirod8D5vBpsQ8f+yW/OoEqOznpl9UKQw7k6V9lBO4SNwchg+TxSiM81TeHVyDiAFqMT4J3sM5nACg1gK0CUvMPQ2/hKPZdR7sNc05nKeRWtSuYpkAbR8haMN3POzPr4G+Lr3/5NZ2t1GEfD+OPaYP29/y8W6QW9pNf49t/SOm3QJo1wfkZf6RudBS74HvwIfl6mLvQ85zldWcGvC8p2yi8=</latexit>

A(zi, hj)
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Gating for Attention-Based Neural 
Machine Translation 
•  IncorporaGng	the	idea	of	a.en/on,	using	GATING	units,	has	

unlocked	a	breakthrough	in	machine	translaGon:		
	 	Neural	Machine	TranslaGon	
	
	
	
	
	
	
	
	

•  Now	in	Google	Translate		27	

Lower-level	

Higher-level	

Sovmax	over	lower		
locaGons	condiGoned	
on	context	at	lower	and	
higher	locaGons		

Human	
evaluaGon	

human	
translaGon	

n-gram	
translaGon	

current	
neural	net	
translaGon	

(ICLR’2015)	



Graph Attention Networks 
Velickovic et al, ICLR 2018 

•  Handle	variable-size	neighborhood	of	each	node	using	the	same	
neural	net	by	using	an	ahenGon	mechanism	to	aggregate	
informaGon	from	the	neighbors	

•  Use	mulGple	ahenGon	heads	to	collect	different	kinds	of	
informaGon	

28	
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Figure 1: Left: The attention mechanism a(W~hi,W~hj) employed by our model, parametrized
by a weight vector ~a 2 R2F 0

, applying a LeakyReLU activation. Right: An illustration of multi-
head attention (with K = 3 heads) by node 1 on its neighborhood. Different arrow styles and
colors denote independent attention computations. The aggregated features from each head are
concatenated or averaged to obtain ~h0
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applying a nonlinearity, �):
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To stabilize the learning process of self-attention, we have found extending our mechanism to em-
ploy multi-head attention to be beneficial, similarly to Vaswani et al. (2017). Specifically, K inde-
pendent attention mechanisms execute the transformation of Equation 4, and then their features are
concatenated, resulting in the following output feature representation:

~h0
i =

K

k
k=1

�

0

@
X

j2Ni

↵k
ijW

k~hj

1

A (5)

where k represents concatenation, ↵k
ij are normalized attention coefficients computed by the k-th

attention mechanism (ak), and Wk is the corresponding input linear transformation’s weight matrix.
Note that, in this setting, the final returned output, h0, will consist of KF 0 features (rather than F 0)
for each node.

Specially, if we perform multi-head attention on the final (prediction) layer of the network, concate-
nation is no longer sensible—instead, we employ averaging, and delay applying the final nonlinear-
ity (usually a softmax or logistic sigmoid for classification problems) until then:
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The aggregation process of a multi-head graph attentional layer is illustrated by Figure 1 (right).

2.2 COMPARISONS TO RELATED WORK

The graph attentional layer described in subsection 2.1 directly addresses several issues that were
present in prior approaches to modelling graph-structured data with neural networks:

• Computationally, it is highly efficient: the operation of the self-attentional layer can be par-
allelized across all edges, and the computation of output features can be parallelized across

4



Attention Mechanisms for Memory Access 

•  Neural	Turing	Machines	(Graves	et	al	2014)	
•  and	Memory	Networks	(Weston	et	al	2014)	
•  Use	a	content-based	ahenGon	mechanism	

(Bahdanau	et	al	2014)	to	control	the	read	
and	write	access	into	a	memory	

•  The	ahenGon	mechanism	outputs	a	sovmax	
over	memory	locaGons	

29	
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From Memory to System 2 
•  AhenGon	has	also	opened	the	door	to	neural	nets	which	can		write	to	and	read	

from	a	memory	
•  2	systems:		
•  Cortex-like	(state	controller	and	representaGons)	
•  System	1,	intui/on,	fast	heuris/c	answer	
				(what	current	DL	does	quite	well)	

•  Hippocampus-like	(memory)	+	prefrontal	cortex	
•  System	2,	slow,	logical,	sequenGal		
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write	

read	

•  Memory-augmented	networks	gave	rise	to	
•  Systems	which	reason	

•  SequenGally	combining	several	selected	pieces	of	
informaGon	(from	the	memory)	in	order	to	obtain	a	
conclusion	

•  Systems	which	answer	quesGons	
•  Accessing	relevant	facts	and	combining	them	



Large Memory Networks: Sparse Access 
Memory for Long-Term Dependencies 
•  Memory	=	part	of	the	state	
•  Memory-based	networks	are	special	RNNs	
•  A	mental	state	stored	in	an	external	memory	can	stay	for	arbitrarily	long	

duraGons,	unGl	it	is	overwrihen	(parGally	or	not)	
•  Forgewng	=	vanishing	gradient.	
•  Memory	=	higher-dimensional	state,	avoiding	or	reducing	the	need	for	

forgewng/vanishing	
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passive	copy	

access	



Pointing the Unknown Words 

The	next	word	generated	
can	either	come	from	
vocabulary	or	is	copied	
from	the	input	sequence.	

32	

Gulcehre,	Ahn,	NallapaU,	Zhou	&	Bengio	ACL	2016	
Based	on	‘Pointer	Networks’,	Vinyals	et	al	2015	

ior of humans and recent advances in the atten-
tion mechanism (Bahdanau et al., 2014) and the
pointer networks (Vinyals et al., 2015), we pro-
pose a novel method to deal with the rare or un-
known word problem. The basic idea is that we
can see in many NLP problems as a task of predict-
ing target text given context text, where some of
the target words appear in the context as well. We
observe that in this case we can make the model
learn to point a word in the context and copy it to
the target text, as well as when to point. For exam-
ple, in machine translation, we can see the source
sentence as the context, and the target sentence as
what we need to predict. In Figure 1, we show
an example depiction of how words can be copied
from source to target in machine translation. Al-
though the source and target languages are differ-
ent, many of the words such as named entities are
usually represented by the same characters in both
languages, making it possible to copy. Similarly,
in text summarization, it is natural to use some
words in the original text in the summarized text
as well.

Specifically, to predict a target word at each
timestep, our model first determines the source of
the word generation, that is, on whether to take
one from a predefined shortlist or to copy one from
the context. For the former, we apply the typical
softmax operation, and for the latter, we use the
attention mechanism to obtain the pointing soft-
max probability over the context words and pick
the one of high probability. The model learns this
decision so as to use the pointing only when the
context includes a word that can be copied to the
target. This way, our model can predict even the
words which are not in the shortlist, as long as
it appears in the context. Although some of the
words still need to be labeled as UNK, i.e., if it is
neither in the shortlist nor in the context, in ex-
periments we show that this learning when and

where to point improves the performance in ma-
chine translation and text summarization.

The rest of the paper is organized as follows. In
the next section, we review the related works in-
cluding pointer networks and previous approaches
to the rare/unknown problem. In Section 3, we
review the neural machine translation with atten-
tion mechanism which is the baseline in our ex-
periments. Then, in Section 4, we propose our
method dealing with the rare/unknown word prob-
lem, called the Pointer Softmax (PS). The exper-

Guillaume et Cesar ont une voiture bleue a Lausanne.

Guillaume and Cesar have a blue car in Lausanne.
Copy Copy Copy

French:

English:

Figure 1: An example of how copying can happen
for machine translation. Common words that ap-
pear both in source and the target can directly be
copied from input to source. The rest of the un-
known in the target can be copied from the input
after being translated with a dictionary.

imental results are provided in the Section 5 and
we conclude our work in Section 6.

2 Related Work

The attention-based pointing mechanism is intro-
duced first in the pointer networks (Vinyals et al.,
2015). In the pointer networks, the output space of
the target sequence is constrained to be the obser-
vations in the input sequence (not the input space).
Instead of having a fixed dimension softmax out-
put layer, softmax outputs of varying dimension is
dynamically computed for each input sequence in
such a way to maximize the attention probability
of the target input. However, its applicability is
rather limited because, unlike our model, there is
no option to choose whether to point or not; it al-
ways points. In this sense, we can see the pointer
networks as a special case of our model where we
always choose to point a context word.

Several approaches have been proposed towards
solving the rare words/unknown words problem,
which can be broadly divided into three categories.
The first category of the approaches focuses on
improving the computation speed of the softmax
output so that it can maintain a very large vocabu-
lary. Because this only increases the shortlist size,
it helps to mitigate the unknown word problem,
but still suffers from the rare word problem. The
hierarchical softmax (Morin and Bengio, 2005),
importance sampling (Bengio and Senécal, 2008;
Jean et al., 2014), and the noise contrastive esti-
mation (Gutmann and Hyvärinen, 2012; Mnih and
Kavukcuoglu, 2013) methods are in the class.

The second category, where our proposed
method also belongs to, uses information from the
context. Notable works are (Luong et al., 2015)
and (Hermann et al., 2015). In particular, ap-
plying to machine translation task, (Luong et al.,
2015) learns to point some words in source sen-
tence and copy it to the target sentence, similarly

h2 hTh1 …
st ct

yw
t

yt-1

Vocabulary softmax

Attention distribution (lt) 

Source Sequence

x2 xTx1 …
BiRNN

Target Sequence

st-1

Figure 2: A depiction of neural machine transla-
tion architecture with attention. At each timestep,
the model generates the attention distribution l

t

.
We use l

t

and the encoder’s hidden states to obtain
the context c

t

. The decoder uses c

t

to predict a
vector of probabilities for the words w

t

by using
vocabulary softmax.

4 The Pointer Softmax

In this section, we introduce our method, called as
the pointer softmax (PS), to deal with the rare and
unknown words. The pointer softmax can be an
applicable approach to many NLP tasks, because
it resolves the limitations about unknown words
for neural networks. It can be used in parallel with
other existing techniques such as the large vocabu-
lary trick (Jean et al., 2014). Our model learns two
key abilities jointly to make the pointing mech-
anism applicable in more general settings: (i) to
predict whether it is required to use the pointing
or not at each time step and (ii) to point any lo-
cation of the context sequence whose length can
vary widely over examples. Note that the pointer
networks (Vinyals et al., 2015) are in lack of the
ability (i), and the ability (ii) is not achieved in the
models by (Luong et al., 2015).

To achieve this, our model uses two softmax
output layers, the shortlist softmax and the loca-

tion softmax. The shortlist softmax is the same
as the typical softmax output layer where each
dimension corresponds a word in the predefined
word shortlist. The location softmax is a pointer
network where each of the output dimension cor-
responds to the location of a word in the context
sequence. Thus, the output dimension of the loca-
tion softmax varies according to the length of the
given context sequence.

At each time-step, if the model decides to use
the shortlist softmax, we generate a word w

t

from
the shortlist. Otherwise, if it is expected that the
context sequence contains a word which needs to

be generated at the time step, we obtain the loca-
tion of the context word l

t

from the location soft-
max. The key to making this possible is decid-
ing when to use the shortlist softmax or the lo-
cation softmax at each time step. In order to ac-
complish this, we introduce a switching network
to the model. The switching network, which is
a multilayer perceptron in our experiments, takes
the representation of the context sequence (similar
to the input annotation in NMT) and the previous
hidden state of the output RNN as its input. It out-
puts a binary variable z

t

which indicates whether
to use the shortlist softmax (when z

t

= 1) or the
location softmax (when z

t

= 0). Note that if the
word that is expected to be generated at each time-
step is neither in the shortlist nor in the context se-
quence, the switching network selects the shortlist
softmax, and then the shortlist softmax predicts
UNK. The details of the pointer softmax model can
be seen in Figure 3 as well.

h2 hTh1 …
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yt-1

Vocabulary softmax

Pointer distribution (lt) 

Source Sequence

Point & copy

x2 xTx1 …
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Figure 3: A depiction of the Pointer Softmax (PS)
architecture. At each timestep, l

t

, c
t

and w

t

for
the words over the limited vocabulary (shortlist)
is generated. We have an additional switching
variable z

t

that decides whether to use vocabulary
word or to copy a word from the source sequence.

More specifically, our goal is to maximize the
probability of observing the target word sequence
y = (y1, y2, . . . , yT

y

) and the word generation
source z = (z1, z2, . . . , zT

y

), given the context se-
quence x = (x1, x2, . . . , xT

x

):

p

✓

(y, z|x) =
T

yY

t=1

p

✓

(y

t

, z

t

|y
<t

, z

<t

,x). (4)

Note that the word observation y

t

can be either
a word w

t

from the shortlist softmax or a loca-
tion l

t

from the location softmax, depending on
the switching variable z

t

.
Considering this, we can factorize the above

Table 4: Generated summaries from NMT with PS. Boldface words are the words copied from the source.
Source #1 china ’s tang gonghong set a world record with a clean and

jerk lift of ### kilograms to win the women ’s over-## kilogram
weightlifting title at the asian games on tuesday .

Target #1 china ’s tang <unk>,sets world weightlifting record
NMT+PS #1 china ’s tang gonghong wins women ’s weightlifting weightlift-

ing title at asian games
Source #2 owing to criticism , nbc said on wednesday that it was ending

a three-month-old experiment that would have brought the first
liquor advertisements onto national broadcast network television
.

Target #2 advertising : nbc retreats from liquor commercials
NMT+PS #2 nbc says it is ending a three-month-old experiment
Source #3 a senior trade union official here wednesday called on ghana ’s

government to be “ mindful of the plight ” of the ordinary people
in the country in its decisions on tax increases .

Target #3 tuc official,on behalf of ordinary ghanaians
NMT+PS #3 ghana ’s government urged to be mindful of the plight

vocabulary, we first check if the same word y

t

ap-
pears in the source sentence. If it is not, we then
check if a translated version of the word exists in
the source sentence by using a look-up table be-
tween the source and the target language. If the
word is in the source sentence, we then use the lo-
cation of the word in the source as the target. Oth-
erwise we check if one of the English senses from
the cross-language dictionary of the French word
is in the source. If it is in the source sentence, then
we use the location of that word as our translation.
Otherwise we just use the argmax of l

t

as the tar-
get.

For switching network d

t

, we observed that us-
ing a two-layered MLP with noisy-tanh activation
(Gulcehre et al., 2016) function with residual con-
nection from the lower layer (He et al., 2015) ac-
tivation function to the upper hidden layers im-
proves the BLEU score about 1 points over the
d

t

using ReLU activation function. We initialized
the biases of the last sigmoid layer of d

t

to �1

such that if d
t

becomes more biased toward choos-
ing the shortlist vocabulary at the beginning of the
training. We renormalize the gradients if the norm
of the gradients exceed 1 (Pascanu et al., 2012).

Table 5: Europarl Dataset (EN-FR)
BLEU-4

NMT 20.19
NMT + PS 23.76

In Table 5, we provided the result of NMT with
pointer softmax and we observe about 3.6 BLEU
score improvement over our baseline.

Figure 4: A comparison of the validation learning-
curves of the same NMT model trained with
pointer softmax and the regular softmax layer. As
can be seen from the figures, the model trained
with pointer softmax converges faster than the reg-
ular softmax layer. Switching network for pointer
softmax in this Figure uses ReLU activation func-
tion.

In Figure 4, we show the validation curves
of the NMT model with attention and the NMT
model with shortlist-softmax layer. Pointer soft-
max converges faster in terms of number of mini-
batch updates and achieves a lower validation
negative-log-likelihood (NLL) (63.91) after 200k
updates over the Europarl dataset than the NMT

For evaluation, we use full-length Rouge F1 us-
ing the official evaluation tool 2. In their work, the
authors of (Bahdanau et al., 2014) use full-length
Rouge Recall on this corpus, since the maximum
length of limited-length version of Rouge recall
of 75 bytes (intended for DUC data) is already
long for Gigaword summaries. However, since
full-length Recall can unfairly reward longer sum-
maries, we also use full-length F1 in our experi-
ments for a fair comparison between our models,
independent of the summary length.

The experimental results comparing the Pointer
Softmax with NMT model are displayed in Ta-
ble 1 for the UNK pointers data and in Table 2
for the entity pointers data. As our experiments
show, pointer softmax improves over the baseline
NMT on both UNK data and entities data. Our
hope was that the improvement would be larger
for the entities data since the incidence of point-
ers was much greater. However, it turns out this
is not the case, and we suspect the main reason
is anonymization of entities which removed data-
sparsity by converting all entities to integer-ids
that are shared across all documents. We believe
that on de-anonymized data, our model could help
more, since the issue of data-sparsity is more acute
in this case.

Table 1: Results on Gigaword Corpus when point-
ers are used for UNKs in the training data, using
Rouge-F1 as the evaluation metric.

Rouge-1 Rouge-2 Rouge-L
NMT + lvt 34.87 16.54 32.27
NMT + lvt + PS 35.19 16.66 32.51

Table 2: Results on anonymized Gigaword Corpus
when pointers are used for entities, using Rouge-
F1 as the evaluation metric.

Rouge-1 Rouge-2 Rouge-L
NMT + lvt 34.89 16.78 32.37
NMT + lvt + PS 35.11 16.76 32.55

In Table 3, we provide the results for summa-
rization on Gigaword corpus in terms of recall as
also similar comparison is done by (Rush et al.,
2015). We observe improvements on all the scores
with the addition of pointer softmax. Let us note

2
http://www.berouge.com/Pages/default.

aspx

Table 3: Results on Gigaword Corpus for model-
ing UNK’s with pointers in terms of recall.

Rouge-1 Rouge-2 Rouge-L
NMT + lvt 36.45 17.41 33.90
NMT + lvt + PS 37.29 17.75 34.70

that, since the test set of (Rush et al., 2015) is not
publicly available, we sample 2000 texts with their
summaries without replacement from the valida-
tion set and used those examples as our test set.

In Table 4 we present a few system gener-
ated summaries from the Pointer Softmax model
trained on the UNK pointers data. From those ex-
amples, it is apparent that the model has learned to
accurately point to the source positions whenever
it needs to generate rare words in the summary.

5.3 Neural Machine Translation

In our neural machine translation (NMT) experi-
ments, we train NMT models with attention over
the Europarl corpus (Bahdanau et al., 2014) over
the sequences of length up to 50 for English to
French translation. 3. All models are trained with
early-stopping which is done based on the negative
log-likelihood (NLL) on the development set. Our
evaluations to report the performance of our mod-
els are done on newstest2011 by using BLUE
score. 4

We use 30, 000 tokens for both the source and
the target language shortlist vocabularies (1 of the
token is still reserved for the unknown words).
The whole corpus contains 134, 831 unique En-
glish words and 153, 083 unique French words.
We have created a word-level dictionary from
French to English which contains translation of
15,953 words that are neither in shortlist vocab-
ulary nor dictionary of common words for both
the source and the target. There are about 49, 490
words shared between English and French parallel
corpora of Europarl.

During the training, in order to decide whether
to pick a word from the source sentence using at-
tention/pointers or to predict the word from the
short-list vocabulary, we use the following sim-
ple heuristic. If the word is not in the short-list

3In our experiments, we use an existing code, pro-
vided in https://github.com/kyunghyuncho/

dl4mt-material, and on the original model we only
changed the last softmax layer for our experiments

4We compute the BLEU score using the multi-blue.perl
script from Moses on tokenized sentence pairs.

Text	summarizaGon	

Machine	
TranslaGon	



Figure 1: Computational graph for VHRED model. Rounded boxes represent (deterministic) real-
valued vectors. Variables z represent latent stochastic variables.

At training time, for n = 1, . . . , N , a sample zn is drawn from the approximate posterior119

N (µposterior(w1, . . . ,wn),⇧posterior(w1, . . . ,wn)) and used to estimate the gradient of the varia-120

tional lower-bound given by Eq. (4). The approximate posterior is parametrized by its own one-layer121

feed-forward neural network, which takes as input the output of the context RNN at the current time122

step, as well as the output of the encoder RNN for the next sub-sequence.123

The VHRED model greatly helps to reduce the problems with the generation process used by the124

RNNLM and HRED model outlined above. The variation of the output sequence is now modelled125

in two ways: at the sequence-level with the conditional prior distribution over z, and at the sub-126

sequence-level (token-level) with the conditional distribution over tokens w1, . . . , wM . The variable z127

helps model long-term output trajectories, by representing high-level information about the sequence,128

which in turn allows the variable hm to primarily focus on summarizing the information up to token129

M . Intuitively, the randomness injected by the variable z corresponds to higher-level decisions, like130

topic or sentiment of the sentence.131

4 Experimental Evaluation132

We consider the problem of conditional natural language response generation for dialogue. This is an133

interesting problem with applications in areas such as customer service, technical support, language134

learning and entertainment [29]. It is also a task domain that requires learning to generate sequences135

with complex structures while taking into account long-term context [17, 27].136

We consider two tasks. For each task, the model is given a dialogue context, consisting of one or137

more utterances, and the goal of the model is to generate an appropriate next response to the dialogue.138

We first perform experiments on a Twitter Dialogue Corpus [22]. The task is to generate utterances139

to append to existing Twitter conversations. The dataset is extracted using a procedure similar to140

Ritter et al. [22], and is split into training, validation and test sets, containing respectively 749, 060,141

93, 633 and 10, 000 dialogues. Each dialogue contains 6.27 utterances and 94.16 tokens on average.142

The dialogues are fairly long compared to recent large-scale language modelling corpora, such as143

the 1 Billion Word Language Model Benchmark [4], which focus on modelling single sentences.144

We also experiment on the Ubuntu Dialogue Corpus [17], which contains about 500, 000 dialogues145

extracted from the #Ubuntu Internet Relayed Chat channel. Users enter the chat channel with a146

Ubuntu-related technical problem, and other users try to help them. For further details see Appendix147

6.1. We chose these corpora because they are large, and have different purposes—Ubuntu dialogues148

are typically goal driven, where as Twitter dialogues typically contain social interaction ("chit-chat").149

4

Variational Hierarchical RNNs for 
Dialogue Generation (Serban et al 2016) 

•  Lower	level	=	words	of	an	uherance	(turn	of	speech)	
•  Upper	level	=	state	of	the	dialogue	
•  Inject	high-level	choices	

33	



Multi-Head Attention 

We	can	run	mulGple	
ahenGon	mechanisms	
in	parallel	to	focus	on	
different	aspects	of	the	
data	

34	 Fig:	Michal	Chromiak’s	blog	



Self-Attention & Transformers 

•  Parallelize	encoder	
•  Encode	locaGon	of	each	

item,	no	need	for	RNN	
•  Transform	each	locaGon	

based	on	ahenGon	from	
all	others	

•  See	also	Sparse	AhenGve	
Backtracking,	Ke	et	al	Arxiv:
1711.02326	

35	

From:	Jakob	Uszkoreit,	Google	AI	Blog,	2017	

Vaswani	et	al	Arxiv:1706.03762	



Using an Associative Memory to Bridge 
Large Time Spans and Avoid BPTT 

•  Associate	past	and	
present	events	using	a	
predictor,	which	acts	
like	a	trainable	
ahenGve	skip	
connecGon	between	
associated	events	

•  Sparse	ahenGon	to	
select	few	such	events	

36	

May	be	a	way	for	brains	to	avoid	
implausible	BPTT	

Self-AfenUve	Backtracking,	Ke	et	al	Arxiv:	1711.02326	
	



SGll	Far	from	Human-Level	AI	
•  Industrial	successes	mostly	based	on	supervised	learning	

•  Learning	superficial	clues,	not	generalizing	well	outside	of	
training	contexts,	easy	to	fool	trained	networks:		
–  Current	models	cheat	by	picking	on	surface	regulariGes	

•  Need	to	climb	the	ladder	of	higher-level	abstracGons	

Adversarial	
example	



How to Discover Good 
Disentangled Representations 

•  How	to	discover	abstracGons?		

•  What	is	a	good	representaGon?	(Bengio	et	al	2013)	
•  Need	clues	(=	priors)	to	help	disentangle	the	underlying	factors,	e.g.	

•  SpaGal	&	temporal	scales	
•  Marginal	independence	
•  Simple	dependencies	between	factors	
•  Consciousness	prior	

•  Causal	/	mechanism	independence	
•  Controllable	factors	

38	



Acting to Guide  
Representation Learning 
& Disentangling 

•  Some	factors	(e.g.	objects)	correspond	to	‘independently	
controllable’	aspects	of	the	world	

•  Can	only	be	discovered	by	acUng	in	the	world	

•  Control	linked	to	noUon	of	objects	&	agents	

•  Causal	but	agent-specific	&	subjecUve:	affordances	

(E.	Bengio	et	al,	2017;	V.	Thomas	et	al,	2017)	



Abstraction Challenge for Unsupervised 
Learning 

•  Why	is	modeling	P(acousGcs)	so	much	worse	than	modeling	
P(acousGcs	|	phonemes)	P(phonemes)?	

•  Wrong	level	of	abstracGon?		
•  many	more	entropy	bits	in	acous/c	details	then	linguis/c	

content	

à	predict	the	future	in	in	abstract	space	instead:	non-trivial	



The Consciousness Prior 
Bengio 2017, arXiv:1709.08568 

•  Conscious	thoughts	are	very	low-dimensional	objects	compared	
to	the	full	state	of	the	(unconscious)	brain	

•  Yet	they	have	unexpected	predicGve	value	or	usefulness	
à	strong	constraint	or	prior	on	the	underlying	representaGon	

41	

•  Thought:	composiGon	of	few	selected	factors	/	concepts	
(key/value)	at	the	highest	level	of	abstracGon	of	our	brain	

•  Richer	than	but	closely	associated	with	short	verbal	
expression	such	as	a	sentence	or	phrase,	a	rule	or	fact	
(link	to	classical	symbolic	AI	&	knowledge	representaGon)	



How to select a few 
relevant abstract 

concepts making a 
thought? 



On the Relation between Abstraction 
and Attention 

•  AhenGon	allows	to	focus	on	a	few	elements	out	of	a	large	set	
•  Sov-ahenGon	allows	this	process	to	be	trainable	with	gradient-

based	opGmizaGon	and	backprop	

43	

AhenGon	focuses	on	a	few	
appropriate	abstract	or	concrete	
elements	of	mental	
representaGon		



•  2	levels	of	representaGon:		
•  High-dimensional	abstract	representaGon	space	(all	known	
concepts	and	factors)	h	

•  Low-dimensional	conscious	thought	c,	extracted	from	h	

•  c	includes	names	(keys)	and	values	of	factors	

The Consciousness Prior 
Bengio 2017, arXiv:1709.08568 

44	

conscious	state	c	

input	x	

unconscious	state	h	
ahenGon	



Disentangling up to Linear Projection  
•  My	old	view	of	disentangling:	each	dimension	of	the	representaGon	=	one	

‘nameable’	(semanGc)	factor	

•  PotenGal	problem:	the	number	of	‘nameable’	factors	is	limited	by	the	number	
of	units,	and	brains	don’t	use	a	completely	localized	representaGon	for	
named	things	

•  My	current	view	of	disentangling:	it	is	enough	that	a	linear	projecGon	exist	to	
‘classify’	or	‘predict’	any	of	the	factors	

•  The	‘number’	of	potenGal	‘nameable’	factors	is	now	exponenGally	larger	(e.g.	
subsets	of	dimensions,	weights	of	these	projecGons)	
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The Consciousness Prior 
Bengio 2017, arXiv:1709.08568 

•  Conscious	predicGon	over	ahended	variables	A	(sov	ahenGon)	
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AhenGon	weights	
Earlier	conscious	
state	Predicted	

value	Factor	
name	

conscious	state	c	

input	x	

unconscious	state	h	
ahenGon	



What Training 
Objective? 

•  How	to	train	the	ahenGon	mechanism	which	
				selects	which	variables	to	predict?		

•  RepresentaGon	learning	without	reconstrucGon:	
•  Maximize	entropy	of	code	
•  Maximize	mutual	informaGon	between	past	and	future	

•  ObjecUve	funcUon	completely	in	abstract	space,	higher-level	parameters	
model	dependencies	in	abstract	space	

•  Usefulness	of	thoughts:	as	condiUoning	informaUon	for	acUon,	i.e.,	a	
parUcular	form	of	planning	for	RL,	i.e.,	the	esUmated	gradient	of	rewards	
could	also	be	used	to	drive	learning	of	abstract	representaUons	47	
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