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Abstract systems can do across different language families.
We began with a core system which is described
Thanks to the profusion of freely avail- in the next section and from which we obtained
able tools, it recently became fairly baseline performances that we tried to improve
easy to built a statistical machine trans- upon.
lation (SMT) engine given a bitext. The Since the French- and Spanish-English sys-

expectations we can have onthe quality  tems produced output that were comprehensi-
of such a system may however greatly  pjle enough, we focussed on the two languages

vary from one pair of languages to an-  \yhose translations were noticeably worse: Ger-
other. We report on our experiments man and Finnish. For German, we tried to move
in building phrase-based translation en-  around words in order to mimic English word or-
gines for the four pairs of languageswe  der; and we tried to split compound words. This
had to consider for the SMT shared- s described in section 4. For the Finnish/English
task. pair, we tried to decompose Finnish words into
smaller substrings (see section 5).
1 Introduction In parallel to that, we tried to smooth a phrase-

) o based model (PBM) making use of ®#DNET.
Mach|r_1e tran;lanon_ is nowadays mature enougt\we report on this experiment in section 3. We de-
that it is possible without too much effort to de- g¢ripe in section 6 the final setting of the systems
vise automatically a statistical translation system, o sed for submitting translations and their of-

from just a parallel corpus. This is possible g resyits as computed by the organizers. Fi-
thanks to the dissemination of valuable package%a”y we conclude our two weeks of efforts in
The performance of such a system may howevegecti’On 7

greatly vary from one pair of languages to an-

other. Indeed, there is no free lunch for systemb  The core system

developers, and if a black box approach can some-

times be good enough for some applications (w&/Ve assembled up a phrase-based statistical engine

can surely accomplish translatigistingwith the by making use of freely available packages. The

French-English and Spanish-English systems wanslation engine we used is the one suggested

developed during this exercice), making use ofithin the shared task: HARAOH (Koehn, 2004).

the output of such a system for, let's say, qual-The input of this decoder is composed of a phrase-

ity translation is another kettle of fish (especiallybased model (PBM), a trigram language model

in our case with the Finnish-English system weand an optional set of coefficients and thresholds

ended-up with). ~ lWhat we mean by this is nothing more than we were
We devoted two weeks to the SMT shared taSkmostIy able to infer the original meaning of the source sen-

the aim of which was precisely to see how welltence by reading its automatic translation.



pair WER  SER NIST BLEU longing to the original model the following ap-
fi-en | 66.53 99.20 5.3353 18.73 proximation:

de-en| 60.70 98.40 5.8411 21.11

fr-en | 53.77 98.20 6.4717 27.69 pleilf;) = prn(ei\e) X pn(elfj)

es-en| 53.84 98.60 6.5571 28.08 =

Table 1: Baseline performances measured on the where& is the English vocabulary,, desig-
500 top sentences of thEeV corpus in terms of nates the native distribution apg,, is the proba-
WER (word error rate) SER (sentence error rate), bility that two words in the English side are linked
NIST andBLEU scores. together. We estimated this distribution by co-
occurrence counts over a large English cofpus
_ To avoid taking into account unrelated but co-
which control the decoder. occurring words, we used WRDNET to filter in
For acquiring a PBM, we followed the ap- gy the co-occurrences of words that are in re-
proach described by Koehn et al. (2003). In brief,ation according to VBRDNET. However, since
we relied on a bi-directional word alignment of many words are not listed in this resource, we had
the training corpus to acquire the parameters ofs smooth the bigram distribution, which we did

the model. We used the word alignment Pro-py applying Katz smoothing (Katz, 1997):
duced by Giza (Och and Ney, 2000) out of an

IBM model 2 We did try to use the alignmgnt zé(eci(:lgév)m if c(e;, e|W, L) >0
produced with IBM model 4, but did not notice Pratz(eile) = ej Al _
significant differences over our experiments; an a(e)pratz(ei) ~ otherwise
observation consistent with the findings of Koehn

et al. (2003). Each parameter in a PBM can be where c<a’b‘W’.L) is the good-turing dis
: ) : counted count of times two wordsandb that are

scored in several ways. We considered its rela- .
. . linked together by a WURDNETrelation, co-occur
tive frequency as well as its IBM-model 1 score. .
in a window of 2 sentences.

where the transfer probabilities were taken from .
( P We used this smoothed model to score the pa-

an IBM model 2 transfer table). The Ianguager meters of our PBM instead of the native tran
model we used was the one provided within the 2Meters ot ou stead ot Ihe hative trans
shared task. fer table. The results were however disappoint-

ing for both the G-E and S-E translation direc-

We obtained baseline performances by tunin ions we tested. One reason for that. may be
the engine on the top 500 sentences of the devé;l— ' ' y

. hat the English corpus we used for computing

opment corpus. Since we only had a few param- . .
L . the co-occurrence counts is an out-of-domain cor-
eters to tune, we did it by sampling the parameter :
. pus for the present task. Another possible ex-
space uniformly. The best performance we ob- L .
; ) ) - planation lies in the fact that we considered both

tained,i.e., the one which maximizes theLeu

metric as measured by tmateval scripf is re- synonymic and hyperonymic links in WRDNET,

ported for each pair of languages in Table 1. the Iatter_ kind of links potgntlally introducing too
much noise for a translation task.

3 Smoothing PBMs with WORDNET 4 The German-English task
Among the thir_lgs we tried but which did not We identified two major problems with our ap-
work well, we investigated Whether_smoothmg proach when faced with this pair of languages.
th_e transfer table of an IBM model (2 in our Case)First, the tendency in German to put verbs at the
¥V'th WORDSETV\\’/VOU? proguce better ehstlmates end of a phrase happens to ruin our phrase acqui-
bor rare Worls. ca fapte ar; approac prqposleation process, which basically collects any box

y Cao et al. (2005) for an Information Retrieva of aligned source and target adjacent words. This
task, and computed for any paramefer, f;) be-

- 3For this, we used the English side of the provided train-
2http:/iwww.nist.gov/speech/tests/mt/ ing corpus plus the English side of our in-house Hansard bi-
mt2001/resource text; that is, a total of more than 7 million pairs of sentences.



can be clearly seen in the alignment matrix of fig-e,, of a pattern has been identified, a rule is col-
ure 1 where the verbal constructionuld clarify  lected whenever the following conditions apply:
is translated by two very distant German wordsfor each worck in the locus, there is a target word
konntenand erlautern Second, there are many f which is aligned tce in both alignment direc-
compound words in German that greatly dilutetions; these target words when moved can lead to
the various counts embedded in the PBM table. a diagonal going from the target worf) &ssoci-
ated toe,,_; to the target word which is aligned

: - . X t0epsq.
erlautern . . . ... XL L The rules we memorize are triplets, i, o)
punkt <+« - -« . . X . . wherec = (I,r) is the context of the locus arid
einen <o - - - . . X <P . andoare the input and output German word order
mir « o+« « .« .« .« . . . . X.  (thatis, the order in which the tokens are found,
sie < -+ - - X. . . . . . . andthe orderin which they should be moved).
oder . .o.oX For instance, in the example of Figure 1,
kommission . . . x. . . . . . . . . theVerb Verb pattern match the locusould
die <o X .. o . . .« clarify and the following rule is acquired:
konnten . . . . . .X. . . . . . (sie einen, kK Onnten erl Autern,
vielleicht . > . . ... . . . . . . . Konnten erl autern) , a paraphrase of
NULL - s s - - - - - which is: "whenever you find (in this order)
Nptcoyccapf m. the wordksdnntenand erlauternin a German
Uehorool 0o e sentence containing also (in this ordsi® and
Lrem uvua 17 einen move konntenand erlautern betweensie
Lh m l'r n andeinen
English perhaps the commission or you could A set of 124271 rules have been acquired
clarify a point for me . this way from the training corpus (for a total of
German vielleicht knnten die kommission oder 157970 occurrences). The most frequent rule ac-
sie mir einen punkt edutern . quired is (ich herrn, m  ochte danken,

nochte danken) , which will transform a sen-
tence like ich mbchte herrn wynnifr seinen
bericht dankeri.into "ich mbchte danken herrn
wynn fir seinen bericht.

In practice, since this acquisition process does
not involve any generalization step, only a few
rules learnt really fire when applied to the test ma-
terial. Also, we devised a fairly conservative way
4.1 Moving around German words of applying the rules, which means that in prac-
For the first problem, we applied a memory_basedice, only 3.5% of the sentences of the test corpus
approach to move around words in the Germanvhere actually modified.
side in order to better synchronize word order The performance of this procedure as measured
in both languages. This involves, first, to learn-on the development set is reported in Table 2. As
ing transformation rules from the training corpus,simple as itis, this procedure yields a relative gain
second, transforming the German side of this corof 7% in BLEU. Given the crudeness of our ap-
pus; then training a new translation model. Theproach, we consider this as an encouraging im-
same set of rules is then applied to the Germaprovement.
text to be translated.

The transformation rules we learned concern &
few (five in our case) verbal constructions thatFor the second problem, we segmented German
we expressed with regular expressions built orwords before training the translation models. Em-
POS tags in the English side. Once tloeus pirical methods for compound splitting applied to

Figure 1: Bidirectional alignment matrix. A cross
in this matrix designates an alignment valid in
both directions, while ther symbol indicates an
uni-directional alignmentfér has been aligned
with einen , but not the other way round).

.2 Compound splitting



system WER SER  NIST BLEU where the moving of words ranked the best. This
baseline 60.70 98.40 5.8411 21.11 defined the configuration we submitted, whose re-
swap 60.73 98.60 5.9643 22.58 sults (as provided by the organizers) are reported
split 60.67 98.60 5.7511 21.99 in Table 3.

swap+split 60.57 98.40 5.9685 23.10

pair BLEU pl/pg/p3/p4

Table 2: Performances of the swapping and the ~ fi-en ~ 18.87  55.2/24.7/13.1/7.1
compound splitting approaches on the top 500 de-en 2291 58.9/29.0/16.8/10.3
sentences of the development set. es-en  28.49 62.4/34.5/21.9/14.4
fr-en 28.89 62.6/34.7/22.0/14.6

German have been studied by Koehn and KnighTable 3: Results measured by the organizers for
(2003). They found that a simple splitting strat-the TEST corpus.

egy based on the frequency of German words was

the most efficient method of the ones they tested,

when embedded in a phrase-based translation ed- Conclusion

gine. Therefore, we applied such a strategy Que found that, while comprehensible translations
spllt'German words in our corpora. The resultsWere produced for pairs of languages such as
of this approach are shown in Table 2. French-English and Spanish-English; things did
Note: Both the swapping strategy and the com-not go as well for the German-English pair and
pound splitting yielded improvements in terms ofe€specially not for the Finnish-English pair. We
BLEU score. Only after the deadline did we find had a hard time improving our baseline perfor-
time to train new models with a combination of mance in such a tight schedule and only man-
both techniques; the results of which are reporte@ged to improve our German-English system. We

in the last line of Table 2. were less lucky with other attempts we imple-
o _ mented, among them, the smoothing of a trans-
5 The Finnish-English task fer table with WORDNET, and the segmentation

The worst performances were registered on thé’f the Finnish corpus into smaller units.
Finnish-English pair. This is due to the aggluti-
native nature of Finnish. We tried to segment thereferences
Finnish material into smaller units (substrings) b . . .

ki f the f f (” Einni r? ) byG. Cao, J. Nie, and J. Bai. 2005. Integrating Word
me} Ing use 0_ e rqugncy ot all Finnis SL_‘ " relationships into Language Models. tmappear
strings found in the training corpus. We main- in Proc. of SIGIR
tained a suffix tree structure for that purpose.sl Katz. 1997. Estimation of Probabilities from

We proceeded by recursively finding the most ™ gp5rse pata for the Language Model Component of
promising splitting points in each Finnish token  a Speech RecognizdEEE Transactions on Acous-

of C charactersF® by computing split(FC) tics Speech and Signal Processis§.
where: Philipp Koehn and Kevin Knight. 2003. Empirical
f(Fij) if j—i<2 lc\i/lethods for Compound Splitting. 1EACL, Bu-
g . apest, Hungary.
split(F]) = ¢ argmax,.cj; s j o JFY)x o
split(FgH) otherwise P. Koehn, F.J. Och, and D. Marcu. 2003. Statistical

Phrase-Based Translation. Rmoceedings of HLT
This approach yielded a significant degradation Pages 127-133.

in performance that we still have to analyze. P. Koehn. 2004. Pharaoh: a Beam Search Decoder
) ) for Phrase-Based SMT. IRroceedings of AMTA
6 Submitted translations pages 115-124.

At the time of the deadline, the best translationd™J. Och and H. Ney. 2000. Improved Statistical
we had were the baselines ones for all the lan- Alignment Models. InProceedings of ACLpages

. . 440-447, Hongkong, China.
guage pairs, except for the German-English one



