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Abstract it contrasts with the hypothesis at the basis of most
(if not all) other MT approaches, as well as with our
This article presents a method for aligning natural intuitions about translation: that individual
words between translations, that imposes  portions of the SL text produce individual TL por-
a compositionality constraint on align- tions autonomously, and that the final translation
ments produced with statistical translation is obtained by somehow piecing together these TL
models. Experiments conducted within portions.

the WPT-03 shared task on word align- In what follows, we show how re-integrating
ment demonstrate the effectiveness of the ~ compositionality into the statistical translation word
proposed approach. alignment process leads to better alignments. We

first take a closer look at the “standard” statistical
. WA techniques in sectidr 2, and then propose a way
1 Introduction of imposing a compositionality constraint on these

Since the pioneering work of the IBM machine_teChn'ques in sectidrj 3. In section 4, we discuss var-

translation team almost 15 years ago (Brown et allous implementation issue_s, and finally present the
1990), statistical methods have proven to be ValLf;xpenmental results of this approach on the WPT-

able tools in approaching the automation of trans(—)3 shared task on WA in sectibh 5.

!ation. Wgrq alignmen_ts (WA) play a cen_tral roles  giatistical Word Alignment

in the statistical modeling process, and reliable WA

techniques are crucial in acquiring the parametegrown et al. |[(1993) define a word alignment as
of the models[(Och and Ney, 2000). Yet, the ver@ Vectora = aj...a,, that connects each word of
nature of these alignments, as defined in the IBNd source-language tex¥ = si...s;, to a target-
modeling approach (Brown et al., 1993), lead to ddanguage word in its translatidfi = ¢;...t,, with
scriptions of the correspondences between sourd&e interpretation that worg,; is the translation of
language (SL) and target-language (TL) words of #ord s; in .S (a; = 0 is used to denote words of
translation that are often unsatisfactory, at least frofiat do not produce anything ifi).

a human perspective. The Viterbi alignmentbetween source and target
One notion that is typically evacuated in the stasentencesS and T" is defined as the alignmerat
tistical modeling process is that eébmpositional- Whose probability is maximal under some transla-

ity: a fundamental assumption in statistical machinéon model:

translation is that, ultimatelgll the words of a SL
segmentS contribute to producall the words of its
TL translationT’, at least to some degree. While thisvhere A is the set of all possible alignments be-
makes perfect sense from a stochastic point of viewyeen S and 7', and Pr(a|S,T) is the estimate

a = argmax,c 4Praq(alS, T)



of a’s probability under modelM, which we de-

note Pr(a|S,T") from hereon. In general, the size o

of A grows exponentially with the sizes sfandT, d=1: Pr(aifsi,#])

and so there is no efficient way of computiagffi- . xPr(az|siiy, 1)
ciently. However, under the independence hypothe- Wid) ) d= -1 : Pr(aysy, t74)

ses of IBM Model 2, the Viterbi alignment can be xPr(as|sl,t])
obtained by simply picking for each positiérin S, 1)
the alignment that maximizess;|t;)a(j, i, m,n), In the triple (i, j,d) above,i represents a “split

the product of the model’s “lexical” and “alignment” point” in the SL sentencé, j is the analog for TL
probability estimates. This procedure can triviallysentencel’, andd is the “direction of correspon-
be carried out inO(mn) operations. Because of dence”:d = 1 denotes a “parallel correspondence”,
this convenient property, we take the Viterbi-2 WAI.€. s1...s; corresponds t@;...t; ands;1...sy, COI-
method (which we later refer to as themethod) as responds ta;;i...t,; d = —1 denotes a “cross-
the basis for the rest of this work. ing correspondence”, i.e.s;...s; corresponds to

tjt1...tp ands;iq...s,, corresponds to; ...t;.

The triple (1, J, D) produced by this procedure

3 Compositionality refers to the most probable alignment betwSemd

T, under the hypothesis that both sentences are made

In IBM-style alignments, each SL token is con-UP Of two independent parts(..s; andsy1...sm
nected to a single (possibly null) TL token, typically®" the one hand,...t; andt,1...t, on the other),
the TL token with which it has the most “lexical that correspond to each other two-by-two, following

affinities”, regardless of other existing connexiondliréctionD. Such an alignment suggests that trans-

in the alignment and, more importantly, of the relal2tion 7" was obtained by “composing” the transla-

tionships it holds with other SL tokens in its vicin- 10N Of s1...s7 With that of s7.1...sp,. .

ity. In practice, this means that some TL tokens !N the above procedure, these “composing parts”
can end up being connected to several SL token%f,sandT are further assumed to pe contlguous sub-
while other TL tokens are left unconnected. Thi$eduences of words. Once again, real-life transla-
contrasts with alternative alignment models such 4ions are full of examples that contradict this (nega-
those of Melamed (1998) and Wu (1997), which im{ions in French and particle verbs in German are
pose a “one-to-one” constraint on alignments. Suci0 examples thatimmediately spring to mind when
a constraint evokes the notion of compositionality if2l9ning with English). Yet, thigontiguity assump-
translation: it suggests that each SL token operatd§ tUrns out to be very convenient, because exam-
independently in the SL sentence to produce a singl&Nd Pairings of non-contiguous sequences would

TL token in the TL sentence, which then depends ofiuickly become intractable. In contrast, the proce-
no other SL token. dure above can find the optimal partition in polyno-

. . _ mial time.
This ylew is, of course, extreme, and real—llft_e The “splitting” process described above can be
translatlp'ns are fuII.of .examples that show how th'?epeated recursively on each pair of matching seg-
compositionality principle breaks down as we APments, down to the point where the SL segment con-

proagh the level ofword c_orresponder_u_:es. YEt’ ifWFaLins a single token. (TL segments can always be
can find a way of imposing compositionality Con'split, even when empty, because IBM-style align-

straints on WA, at least tg the level where it 8Pments allow connecting SL tokens to the “null” TL

plies, t.hen.we _Sh(?UId obtain more sensible rGSlJIEBken, which is always available.) This recursive

than with Viterbi alignments. procedure actually produces two different outputs:
For instance, consider a procedure that splits both

the SL and TL sentencesand?’ into two indepen- 1. A parallel partition ofS andT" into m pairs of

dent parts, in such a way as to maximise the proba- segmentss;, t§>, where eachg? is a (possibly

bility of the two resulting Viterbi alignments: null) contiguous sub-sequenceDBf this parti-



tion can of course be viewed as an alignmerntheReverse compositional War RC), which is just
on the words of5 andT'. the C method using the reverse IBM-2 model.
. The output format proposed for the WPT-03
2. an IBM-style alignment, such that each SL andared task on WA allowed participants to distin-
TL token is linked to at most one token in theguish between “sure” (S) and “probable” (P) WA.
other language: this alignment is actually theye figured that our alignment procedure implicitly
concatenat]ion o_f |nd|V|_duaI Viterbi a"gnmentsincorporated a way of distinguishing between the
on the(s;, t) pairs, which connects eaeito  yyo: within each produced pair of segments, we
(at most) one of the tokens in the corresponding,5rked as “sure” all WA's that were predicted by

t? ' both (forward and reverse) Viterbi alignments, and

. : . as “probable” all the others.
In this procedure, which we caompositional . . .
The translation models foalign were trained us-
WA (or C for short), there are at least two problemsl.n the proarams of thEGYPT statistical transla-
First, each SL token finds itself “isolated” in its own 9 brog

partition bin, which makes it impossible to accoungv C{TS tjosrl]igtu(grl] CJ,[?]ZIZZ?aetrzl\/i dlegd agi ;zlzfttrﬁlen\'/cl%.r_
for multiple SL tokens acting together to produce 9 P P

d3 shared task on WA. We thus produced two sets of
TL sequence. Second, the TL tokens that are n?r%odels, one for English and Frenanéfi), and one

connected in the resulting IBM-style alignment dofor Romanian and Englishd-er). All models were
not play any role in the computation of the proba; '

bility of the optimal alignment; therefore, the pairtraIneOI on both theraining andtestdatasel§. For

Tk . h " en-fr, we considered all words that appeared only
(si,t7) in which these “superfluous” tokens end U 1ce in the corpus to be “unknown wordskHit-

's more or less random. tle option-f 2 ), so as to obtain default values of

To compensate in part for these, We Propose Usigy 1 unknowns in the test corggs In the case of
two IBM-2 models to compute the optimal partition: . o .
ro-en there was too little training data for this to be

t:_i foSr\Iivard d(SILVV;L) mode_l, _and thet_reYersel_tbeneficial, and so we chose to use all words.
(TL—SL) model. €n examining a particular Spi We trained and tested a number of translation

{1, , d) for S andT', we compute both V|terb|_ align- models before settling for this particular setup. All
ments, forward and reverse, between all pairs of St 1hese tests were performed using thal data

ments_, and sc?re each_ pa Ir with the product of thgrovided for the WPT-03 shared task (8i-fr and
two alignments’ probabilities. 17 ro-enhand-aligned sentences)

In this variant, which we calCombined Compo- 9 '
sitional WA(CC), we can no longer allow “empty”_ 5 Experimental Results
segments in the TL, and so we stop the recursion
as soon as either the SL or TL segment contains Ehe different word-alignment methods described in
single token. The resulting partition therefore consectiong P andf]3 were run on the test corpora of
sists in a series of 1-té-or k-to-1 alignments, with the WPT-03 shared task on alignment. Results

k> 1. were evaluated in terms alignment precision (P), re-
call (R), F-measure analignment error rat AER)
4 Implementation (Och and Ney, 2000). The results of these experi-

. . ments are reproduced in table 1.
The C and CC WA methods of sectioh]3 were im- P . . ﬂe“ . .
: . : As can be seen, imposing a “contiguous composi-
plemented in a program calleclign (Recursive . - .
. ) tionality” constraint C andCR methods) allows for
— or RALI — alignment, as you wish). As sug- : o . ,
agbstantlal gains in precision, recall and AER with

gested above, this program takes as input a pair A
. regar lain Viterbi alignmen ndVRr -
sentence-aligned texts, and the parameters of tw%ga dto plain Viterbi alignment¥/(andVRrespec

IBM-2 models (forward and reverse), and outputs *No cheating here: theestdataset did not contain reference

WA's for the given texts. This program also imple-"i"'gznm?”_tS o

ments plain Viterbi alianments. usina the forwar This is necessary, even when training on the test corpus,
p g , using the

cause the EGYPT toolkit's training program (GIZA) ignores
(V) or reverse RV) models, as well as what we call excessively long sentences in the corpus.



English-French Romanian-English

method P R F AER method P R F AER

\% 0.6610 0.3387 0.4479 0.2700 V 0.5509 0.5442 0.5475 0.4524
RV 0.6260 0.3212 0.4245 0.2944 RV 0.5409 0.5375 0.5391 0.4608
C 0.7248 0.3534 0.4751 0.2318 C 0.5818 0.5394 0.5597 0.4402

RC 0.7422 0.3586 0.4835 0.2152 RC 0.5865 0.5415 0.5630 0.4369
CC 0.7756 0.3681 0.4992 0.1850 CC 0.6361 0.5714 0.6020 0.3980

Table 1: Alignment results (English-French)
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