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Abstract
The large amount of information now available on the Web can play a prominent role in building a cooperative intelligent distance learning environment. We propose a system to provide learners with useful information in a group discussion. Finding the right information at the right moment is quite a difficult task, especially when the learner’s interests are continually updated during the discussion. This paper presents a context-based information agent that can observe conversations among a community of learners on the Web, interpret the learners’ inputs, and then assess the current context of the session. The agent must be able to adapt its behavior autonomously to the changing context, build a new query to get updated information from the Web, and originate the search task. Then, it can filter the results, organizing, and presenting information useful to the learners in their current activities. We claim that specifying the context of a search better can significantly improve search results. An important task, therefore, is to assess the context. For this, we have developed dominant meaning space. That is a new set based measure to evaluate the closeness between queries and documents. Our experiments show that the proposed method greatly improves retrieval effectiveness, in terms of average overall accuracy as well as that in the top twenty documents. This work is the core component of a new pedagogical agent to help people learn tasks defined within greater Web-based tutoring systems.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Search and Retrieval model; [Document and Text Processing]: Document Capture-document analysis.
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1. Introduction
Current Web-Based Tutoring Systems (WBTS), designed to provide distance learning environments, are still poor at adapting to the specific of learners’. We need very flexible knowledge bases in many kinds of resources (alternative explanations, examples of at various levels of complexity, exercises, etc.) which can be used opportunistically by WBTS’ controlling agent. Considering the huge amount of information available on-line and of rapidly evolving knowledge, a finite knowledge base will never be sufficient. Few WBTS account for the benefit of information that can be taken directly from the Web during a learning session [17]. Finding the right information at the right time is a very time-consuming task, however, particularly because Web search systems present thousands of results, most of which are inappropriate.

We have developed the Confidence Intelligent Tutoring System (CITS) [14] to provide a Cooperative Intelligent Distance Learning Environment (CIDLE) for a community of learners to improve on-line discussions. The CITS employed a machine learning technique predicts preferred learning styles [15]. Therefore, it infers their behavior, and adapts the presentation in accordance with their particular learning styles. To be adaptive and dynamic, the CITS searches the Web and brings related documents to every concept.

This paper addresses the problem of how to enable CITS to search the Web and find sufficient information during a learning session. Most useful would be an autonomous agent that can observe conversation, interpret the inputs from learners, and then specify the current context. The agent would adapt its behavior accordingly, build a new query, and originate the search task. As a result, it would filter, organize, and present information that is immediately useful to the learners. We claim that making the context more specifying can significantly improve search results. The agent specifies the context based on the learner context-of-interest [2] and domain knowledge and also helps establish what we call the “dominant meaning” of a query. Achieving this goal requires an accurate representation of the context of the domain knowledge being taught.

Using context-of-interest [2] and the context surrounding a user-selected phrase [6], researchers have already studied several aspects of the use of learner’s information interests. For good primary retrieval, we need to specify queries that are better related to the search context. In fact, we need to find a way of constructing this context and then using it to expand the query. We used the benefit of the domain knowledge in CITS.

The idea is to represent domain knowledge as a hierarchy of concepts [3]. In our proposed approach, each concept consists of some dominant meanings, and each dominant meaning links with a text fragment that defines it. We claim that the more any query consists of dominant meanings, the more closely it is related to its search context. For parsing documents coming from the Web, we design a dominating meaning space method. This measures
semantic space between the original query and the collection of retrieved documents based on existing sets of dominant meanings. For example, suppose that two users discuss some concept in a course on data structure. Based on the dominant meanings of the query, a search for the term “Array-Based” must return stack-related information if carried out from a conversation related to stack or return queue-related information and the conversation is about queue concept.

In this work, we describe the Context-based Information Agent (CBIA), one that observes discussions during a cooperative learning session and extracts its main concept but also searches the Web to find related documents and presents them to learners. CBIA has been fully implemented and integrated into CITS.

This paper is organized as follows. Section 2 gives a brief introduction to previous work. Section 3 briefly describes the overall structure of CITS, and presents the various characteristics of our Context-Based Information Agent. Section 4 discusses the role of the Context-Based Information Agent and describes our probabilistic dominant meanings method and weighting model. Section 5 presents the results of experiments conducted to test our methods. And section 6 concludes the paper.

2. Related Work

A great deal of work has been done on building systems that use context to find information. IntelliZap [6] is based on the client-server paradigm: a client application running on a user’s computer extracts the context around the text highlighted by the user. Server-based algorithms analyze the context, selecting the most important words, and then prepare a set of augmented queries for subsequent search. But a problem can occur when the content surrounding the marked query is not enough to specify any of the query’s contexts.

SearchPad [1] is an agent that explains the context as a set of previous information requests produced by the user. This system works collaboratively with result documents, and maintains relations between queries and links considered useful. SearchPad maintains these relations as its search context. The mean idea at [18] is to expand an original query in the context of top-ranked pages retrieved during the first step. To extract the context, Xu et al. [18] proposed a technique called local context analysis. On the one hand, this technique selects expansion features based on their co-occurrence with the query terms. On the other hand, it selects them from the documents that have been retrieved most often. Afterward, it ranks concepts by their co-occurrence with the query terms in the top ranked documents and uses the highest ranked concepts for expansion.

The remembrance agent [16] continually observes what is being written into an Emacs editor window. Afterward, the remembrance agent is continually searches the user’s personal text files and other remembrance agents to find documents.

The main difference between these systems and CBIA is that the letter analyzes the context of dominant meanings in text typed by learners. Based on the knowledge base of its domain knowledge, the CBIA can build a new Web searcher to find adequate results.

In the area of using automatic query expansion to enhance search results, Following [4, 5], Hang [8] proposes other methods dependent on the analysis of learner logs. Hang’s methods create probabilities of correlations among terms in queries and retrieved documents mined from learner logs. These methods have an obvious difficulty: if the clicked documents have words unrelated to the search context, then the documents retrieved using the expanded query will be inadequate. For example, suppose that the query is about Java Programming Language, and the expanded query contains words such as swing, API, applet, and so on. If a clicked document includes a high probability of correlation for the word “swing”, it will be signed as relevant. This document is irrelevant, in fact, because the main topic of the document is about the swing function and its properties in Java rather than the Java programming language.

Although adding new words to queries enhances their performance [11], most attempts at automatically expanding queries have failed to improve retrieval effectiveness [12]. However, Qiu [13] suggests that this is because two problems in were not solved: the selection of suitable terms and the weighting of selected additional search terms. Furthermore, we see the need for a suitable statistical method (threshold) of specifying relevant documents. If a document is assumed relevant but in fact is not, then most of the words added to the query and extracted from that document will be unrelated to the query’s context. The quality of the documents retrieved is likely to be low. But, if a document really is relevant, then most of the words added to the query will indeed be related to the search context. Consequently, the retrieval quality of final results is likely to be high. Thus, good primary retrieval is very important.

To overcome this problem, we suggest a measure called dominant meaning space which focuses on the main topic of the query and its dominant meanings. In this sense, a query is supposed to look for its dominant meanings in a document [7] rather than for keywords. We represent this meaning in the form of a meaning vector. The closeness of a query and a document is indicated by a value of the dominant meaning probability between them. The next subsection sheds light on the CITS system and its functions.

3. CITS and Distance Learning Challenges

CITS is a web-based tutoring system for computer supported intelligent distance learning environment. The main purpose of this tool is to help in building an intelligent learning environment on-line. The architecture of CITS [14] is based on five types of agent: the cognitive agent, based on a machine learning technique, discards various types of knowledge from learners and predicts their learning style [15]; the behavior agent is responsible for studying the behavior of learners in order to validate their styles as predicted by the cognitive agent; the guide agent finds learners with similar interests and introduces them to each other; the Context-Based Information agent deals with domain knowledge and searches the Web for extra information; and the confidence agent establishes the conditions of a successful conversation between learners. The knowledge base built by this system consists of two types of knowledge: (i) knowledge about the learner and (ii) domain knowledge.

To elucidate the scenario supported by CITS, suppose that learner A needs to discuss a specific concept, say queue, in a course on data structure. To achieve this, CITS tries to find a second learner, B, with similar interests but more knowledge. Suppose also that A prefers to begin with written concept, lots of explanation, and does not like drawing. B, on the other hand, prefers to begin with
drawn figures, lots of examples, and does not like written
concepts. The problem comes when B explains something to A.
He discusses it from his own view, which depends on less written
concepts. Consequently, A will find it hard to understand. In this
situation, CITS based on a machine learning technique would
predict their learning styles and thus adapt the presentation to suit
both A and B.

Following the same example, CITS needs very flexible knowledge
bases of data structure in many kinds of resources (alternative
explanations, examples of varying levels of difficulty, exercises,
etc...) which can be used opportunistically by its controlling
agent. How can we build this knowledge base and deal with it? If
the built-in domain knowledge is inadequate, how can the system
retrieve more information from the Web? And how can control
this information (i.e. acquiring, restoring, extracting)? In this
paper, we try to answer these questions.

Current Web search engines allow users to enter queries. Users
receive ranked documents. We suggest an approach that modifies
the construction of the search context by using the dominant
meanings of the query as further inputs. As shown in Figure 1,
when two learners open a learning session using CITS about a
specific concept, say queue (Figure 1.1), the CBIA deals with the
session as follows: on the one hand, it observes discussions during
the session and captures some words. With these words along
with their dominant meanings, the CBIA constructs a query about
the context of the main concept. On the other hand, it uses the
constructed query to search the Web for related documents and
presents them to both learners. When it receives the results, the
CBIA parses them and posts new recommended results to its user
interface (Figure 1.2). The CBIA supplies learners with search results list.
That list shows the documents that rank highest, and allows the learner to retrieve
its full content by clicking on it (Figure 1.3).

For effective primary retrieval, we need to specify queries that are
closely related to the search context. In fact, we must define a way
by which to construct this context and then use it for expanding
the query. The framework of CBIA consists of three components:
• Extract the main concept of the current learning session.
• Construct a query related to the context of session.
• Re-ranking the results coming from the Web.

4. The Role of CBIA
To extract the main concept of a current learning session, three
challenges must be met: how to construct dominant meanings for
each word, how the system decides which intended meaning to
choose, and how it selects words that must be added to the
original query. The following subsections explain these in more
details.

4.1 Constructing Dominant Meanings
We used the domain knowledge in CITS to indicate the search
context. Our idea is to represent the domain knowledge as a
hierarchy of concepts [3]. In our proposed approach, each concept
consists of some dominant meanings, and each dominant meaning
is linked with a text fragment that defines it. We claim that the
more a query consists of a session’s dominant meanings, the more
closely a query will be related to its search context.

Suppose that our domain knowledge $C = \{C_1\}_{k=1}^m$. Each concept is
represented by a set of documents $C_k = \{D_v \mid v = 1, \ldots, r\}$, and
each document is signified by a set of words $D_v = \{w_j \mid j = 1, \ldots, n\}$. Where, a word $w_j$
represents the word $j^{th}$ in the document $D_v$ that belonged to
the concept $C_k$. At this end, we can represent each concept as
follows:
$$C_k = \bigcup_{v=1}^{r} D_v = \bigcup_{v=1}^{r} \bigcup_{j=1}^{n} w_j$$
Therefore, each concept consists of many words. Our goal is to
reduce this number to top-$T$ words which can represent the
dominant meaning of concept $C_k$. To do that, we follow:

Suppose that a word $w_j$ symbolizes the concept $C_k$. 

Figure 1 CITS User Interface
A diagrammatic summary of CBIA is shown in Figure 2. Here is a
summary of the functions of the CBIA user interface. It allows

Figure 1 Information and Processing Flow of the Context-
Based Information Agent.
The most important of this paper is to construct an efficient way of representing dominant meanings.

4.2 Representing Dominant Meanings

We believe that the letter DMG can be used to extract the dominant meanings of concepts. Our DMG is different from the Conceptual Graphs (CGs) [10], which are labeled graphs in which "concept" nodes are connected by "relation" nodes. The proposed graph consists of a set of nodes, and a set of edges. Nodes represent dominant meaning words for each concept. To distinguish the words in each concept we rank the terms of collection \( \{P_{k1}, P_{k2}, ..., P_{km}\} \) in decreasing order according to formula (3). As a result, the dominant meanings of concept \( C_k \) are represented by the set of words that is corresponding to the set \( \{P_{k1}, P_{k2}, ..., P_{km}\} \) : i.e., \( C_k = \{w_1, w_2, ..., w_r\} \).

4.3 Extract Main Concept

We believe that the letter DMG can be used to extract the concept of any discussion. For example, suppose that two learners open a session about a specific concept. The CBIA extracts some words through discussion, say \( E = \{w_2, w_3, w_4\} \). The problem is to find which a concept probably represents these words. In other words, we need to find the best subset \( C_k \) that belongs to the whole concept \( C \) and contains most of the elements in \( E \). It is obvious that traverse DMG is an important issue and certainly to be taken of account.

Researchers have used many techniques to traverse the graph [10]. For a large problem space, the graph's nodes must be searched in an organized way. Starting from a specific state (node) and moving to a specific goal might provide a solution. We can use Depth-First Search (DFS), Breadth First Search (BFS), and Best-First-Search to traverse graphs.

To traverse the graph, we use the hill climbing search algorithm with some modifications. It uses lists to maintain states: Search List to keep track of the current fringe. It chooses the node “C” as starting point. We mark this node to show that it has been visited. It applies a heuristic evaluation to the edges. The heuristic here is represented by the value of \( P_{k} \), where \( P_{k} \) represents the dominant meaning space between two words \( w_i \) and \( w_j \).
Initially Search List consists of generated children that we intend to consider during the search. Suppose that a child is searched after it is taken out of Search List. After being opened, it can be expanded and removed. The proposed algorithm ends when a request word is extracted from Search List (success), or when we try to extract a child while it is empty (failure), or, in some cases, when we generate a goal state (success). The input of our traverse algorithm is a requested word \( w_r \) and the output would be a requested concept \( C_r \). The pseudocode for this algorithm search is as follows:

**TRAVERSEDMSG** ( Requested word \( w_r \))

1. **Put** Search List=[Starting point];
2. **If** Starting point = \( w_r \) then \( C_r = \) Starting point, **Exit** successfully and return \( C_r \);
3. **while** Search List \( \neq [ ] \) do begin
   1. **Remove** the leftmost state from Search List, call it X;
   2. **If** \( X = w_r \) then \( C_r = \) parent (X), **Exit** successfully and return \( C_r \);
   3. **If not** begin
      1. Generate children and edges of X.
      2. **For each** children of X
         1. Calculate the edge heuristic value \( H(E_i) = P_{i,j} \);
         2. Sort children related to \( H(E_i) \) as decreasing order;
         3. Add sorted children to Front of Search List;
   4. **If** the goal has been found, announce success and return \( C_r \);

Consider this algorithm of the directed graph in Figure 3. At each iteration, it removes the first element from the Search list. If it meets the requested word, the algorithm returns its parents (which led to the concept). If the first element is not a requested word, the algorithm generates its children and then applies heuristic evaluation \( P_{i,j} \) to its adages. These states (children) are sorted in decreasing order according to the heuristic values before being inserted at the top of the search list. This brings the best state in the front of Search list. For example, if we used this algorithm to look for the main concept of the set of words \( E = \{ w_1^2, w_2, w_3 \} \), we would get the set of corresponding concepts as \( \{ C_2, C_1, C_3 \} \). We observe that the concept \( C_2 \) is repeated twice, therefore, it will be considered as the main concept of the discussion. As a result, the dominant meaning vector of the concept \( C_2 \) is represented as \( V(C_2, w_1^2, w_2, w_3) \).

### 4.4 Re-ranking Results

Our proposed probability definition should retrieval effectiveness by using some constraints on submitted queries, retrieved documents. Following the example above, the query constructed by our proposed algorithm consists of dominant meaning vector \( V(C_2, w_1^2, w_2, w_3) \). In general, we suppose that the query is \( V(C_h, w_1^h, w_2^h, ..., w_k^h) \) and a stream of documents coming from the Web is \( \{ D_s \}_{s=1}^q \). Based on the dominant meaning probability in subsection 4.1, we compute the relevance of document \( D_s \) with respect to concept \( C_h \), as follow:

\[
P(C_h | D_s) = \frac{1}{n} \left[ \frac{F(C_h | D_s)}{F_s} + \sum_{j=1}^{s-1} \frac{F(w_j^h | D_s)}{F_s} \right], \tag{5}
\]

where, \( \forall j = 1, ..., T \), \( \forall s = 1, ..., q \) and

\[
F_s = \max_{1 \leq h \leq q} \left\{ F(C_h | D_s) \right\} > F(w_j^h | D_s)
\]

Function \( F(C_h | D_s) \) signifies the frequency of concept \( C_h \) which appears in document \( D_s \). The purpose of this step is to measure the importance of each document in the stream.

Formula (5) clarifies the restrictions that must apply to documents in order for it to be relevant. These restrictions depends on following these instructions:

- Use as a threshold maximum value \( F_s \) of the frequency of the original query.
- Weigh the dominant words according to both their frequencies and the threshold.

Doing so will prevent our system from falling into the same traps as the previous system [8], in which the system signed a document as relevant. In the next section, we present the experiments and results.

### 5. Experiments and results

In this section we describe a series of experiments conducted to reveal practical gains from the proposed approach of dominant meanings.

#### 5.1 Dominant meanings vs. Keywords

The goal of this experiment was to demonstrate the effectiveness of the dominant meanings approach in retrieval. It was conducted on the MED collection [9], which contains 1033 documents (MEDLINE abstracts), and 30 queries. The test collection is often used for information retrieval. Table 1 presents its main features, the number of documents. In addition, it indicates the number of queries with relevance information, the number of terms, the average number of terms per document and query, and the average number of relevant documents per query.

<table>
<thead>
<tr>
<th>Collection</th>
<th>MED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Documents</td>
<td>1033</td>
</tr>
<tr>
<td>Number of Queries</td>
<td>30</td>
</tr>
<tr>
<td>Number of Terms</td>
<td>8663</td>
</tr>
<tr>
<td>Average Terms in Query</td>
<td>271</td>
</tr>
<tr>
<td>Average relevance Documents</td>
<td>23.2</td>
</tr>
</tbody>
</table>

The experiment was conducted in two stages: training and retrieval. For the former, we built a dominant meaning graph of the MED collection using the method proposed in subsection (4). For the comparative experiments, we computed the threshold of dominant meaning space for relating one word with its dominant meanings. We used 20% of the documents in the MED collection as a training set for fitting this threshold parameter. For the retrieval stage, documents and queries were indexed as usual. We then computed the dominant meaning space between a word in a query and its dominant meanings in a document, using formulas...
As we have just shown, dominant meaning probability performed 5.2 Context-Based Information Agent vs. Other Search Engines

This experiment shows that significant improvement in retrieval effectiveness can be achieved by creating a dominant meaning query and using a dominant meaning graph. The latter is an appropriate model for encoding the distribution of the terms, therefore, in a document collection. And dominant meanings give more accurate estimation between words in the query and dominant meanings in the document.

In the next subsection, we present another experiment for validating the Context-Base Information Agent performance. We compared its performance with those of two major search engines: Google, and AltaVista.

5.2 Context-Based Information Agent vs. Other Search Engines

As we have just shown, dominant meaning probability performed well. The main goal of this evaluation was to assess the effectiveness of the Context-Based Information Agent in the accuracy of a search engine’s results. To clarify this goal, we compared the dominant meaning probability’s values of the CBIA results against those of Google¹ and AltaVista². We used original queries only.

The main core of the CBIA is in using the dominant meaning vector as queries instead of the original queries. Using formulas from (1) to (3), we analyzed the concepts of the domain knowledge, say data structure, in order to extract the preliminary dominant meanings for each concept. As a result, the concept “queue”, includes all related words that can be added in the dominant meaning vector, such as 

\[ \text{V} \{ \text{queue, rear, front, fifo, priority} \} \]

The algorithm is summarized as follows:

**Training Stage:**
1. Build dominant meanings graph of the domain knowledge (data structure course).
2. Build original queries (concepts without dominant meanings).
3. Compute dominant meanings vectors of original queries.
4. Compute threshold for each query.

**Retrieval Stage:**
1. For each original query
   - Send it to the two proposed search engines via CBIA
     - For each query and each document:
       i) Compute the average dominant meaning space between the dominant meaning vector of a word in the query and those of its dominant meaning in the document.
       If (the average dominant meaning space > the dominant meaning threshold )
       then consider the document relevant
       else consider it irrelevant
     2. Compute the average dominant meaning space between the dominant meaning vector of a word in the query and those of its dominant meaning in the document.
     If (the average dominant meaning space > the dominant meaning threshold )
     then consider the document relevant
     else consider it irrelevant.

Since learners of tutoring systems are normally interested in the top ranked documents, this experiment will compute the average dominant meaning probability of the top 20 ranked documents. Table 4 shows the retrieval quality difference between the CBIA results and that of each standard search engines. The figures show that our dominant meaning method yields more performance improvement in both search engines: Google and AltaVista. The level of improvement changes from one search engine to the other. Our experiment shows that the degree of relevance is much higher at CBIA working with Google than with AltaVista.

---

¹ http://www.google.com
² http://www.altavista.com
In short, our dominant meanings method produces a significant improvement in the retrieval effectiveness of both Google and AltaVista.

Figure 3 shows that the retrieval effectiveness of the standard retrieval method with Google and AltaVista varied randomly between 0 and 0.19. This must be the reason why learners waste most of their time looking for information that might be found after many efforts to browse through the results. Meanwhile, CBIA results were consistently better than others, they recommended the top ranked documents.

<table>
<thead>
<tr>
<th>Table 3 some results of Meaning probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

Figure 3 Improvement using CBIA with Google and AltaVista Search

6. Conclusion

In this paper, we have presented the development of a Context-Based Information agent for CITS—a Confidence Intelligent Tutoring System—to support a community of online learners in information need. The CBIA is based on a new approach to expanding queries, called a dominant meaning vector. It can supply more documents related to leaning sessions. This model is intend to develop a new probabilistic measure called a dominant meaning probability to measure the closeness between the original query concept and its dominant meaning in the documents rather than on the similarity between a query term and the terms of the documents. The experiments carried out on the two test collections show that our approach yields substantial improvements in retrieval effectiveness.
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