Abstract

This article presents the qualitative and quantitative results of experiments applying parallelism to constraint programming. We do not set out to prove that parallel constraint programming is the perfect problem-solving tool, but rather to characterize what can be expected from this combination and to discover when using parallelism is productive. In these experiments, we do not deal with scalability involving large numbers of processors; nor do we try to solve extremely difficult or large problems by using brute force algorithms running for days, weeks or even longer. Instead, we concentrate on parallelism involving one to four processors and we restrict our solving time to small durations (around 15 minutes in general). This protocol is applied to different series of problems. The results are analyzed in order to gain a better understanding of the practical benefits of parallel constraint programming.

1 Introduction

In the related fields of constraint programming, combinatorial optimization and operational research, parallelism is often seen as something exceptional. While the operations research[8, 11, 3] and Parallel Prolog[5, 7, 6, 4, 1] communities have long used parallelism as a problem-solving tool, parallelism has only been recently introduced in the constraint programming community[12, 10]. The difficulty involved in the implementation of parallelism envelops it in an air of mystery. Few experiments are made on parallel constraint programming systems. Also, parallelism can lead to inflated expectations of a "magic" parallel solution that will overcome all flaws in the modeling and heuristic search parts of a problem. The mere notion of a brute force search involving large numbers of processors (32, 64, or 128 on shared memory computers, and thousands on clusters), creates expectations of a world where difficult problems are solved and open problems are closed. This notion is reinforced by the existence of controversial super-linear speedups, often found when solving optimization problems.\footnote{Optimization is not mandatory for observing these so-called super-linear speedups.}

\footnote{Some early experiments with CHIP and PEPSys are exceptions to this statement.\cite{9}}
forces these elevated expectations of the problem-solving capacities of parallelism, leading one to expect gains of orders of magnitude in the solving time.

Of course, all the mystery and expectations surrounding parallelism are, at the very least, naive. Thankfully, they are not shared by a majority of people in the constraint programming community. A NP problem remains a NP problem, even in parallel. Additionally, the high cost of a parallel computer involving a large number of processors is such that experiments on these computers are rare. On the other side of the parallelism story, computers with two and four processors, and, soon, eight processors are becoming cheaper everyday since they function well as small network, print, mail, and file servers. Thus, even in the shared memory world, parallelism can be characterized as a diverse subject, ranging from inexpensive two-processor and four-processor boxes to highly expensive 64-processor boxes. It should be noted that this range of price corresponds to a range of implementation problems as dead-lock and synchronization issues become more acute with a large number of processors.

With the availability of industrial parallel constraint programming solvers\[13\], we can finally lift the veil of mystery surrounding the application of parallelism on problem solving and produce some hard results. In this article, we will try to achieve this objective. We will take two different problems: an academic problem, the Golomb Ruler problem; and a real-world network planning problem. Both of these problems have different instances. Some are trivial to solve, while others are very difficult to solve to optimality. One instance is still open. With these experiments, we will analyze two aspects of parallel problem solving. First, we will analyze the effective speedup in solving time, or the effective improvement when solving in a limited time frame. Secondly, we will analyze the variation of these results. In fact, we would like to experiment with the random results we obtain when using parallelism. We will try to come up with both hard results and an intuitive understanding of the differences in performance improvements gained by using parallelism. These differences will then be examined in more detail by changing the nature of the problem.

2 Study of the Golomb Ruler Problem

We begin our study with a well-known pure problem in constraint programming, the Golomb Ruler problem. The description is quite simple. Given an array of size $n$ of integer variables, we want to find an assignment where (1) the integer variables are ordered, (2) the value of the last is minimal, and (3) all the differences between the variables are different from each other. Thus it is an optimization problem where the objective is the value of the last variable in the array.

While this problem has no practical application\textsuperscript{3}, it is a good place to start our investigations into parallel constraint programming. The Golomb Ruler problem has the following features: (a) it is scalable, (b) it can easily become very difficult, (c) it has no practical "killer" solutions, and (d) it has a quite substantial proving part. This allows us to try to solve the problem to optimality or to find the best solution in a limited time on a series of problems ranging from very easy to very difficult.

In practice, we will study Golomb 10, 11, and 12 (Golomb $n$ means Golomb with an array of $n$ variables). We should note that Golomb 10 is solved in 30s with our sequential implementation, Golomb 11 is solver in 650s while Golomb 12 is solver in 6000s. We will use two different models, one better than the other since it propagates more effectively. We will also examine the best solutions found in a short amount of time, or in an amount of time equivalent to the time

\textsuperscript{3}However, this problem does comes from a real-world situation involving interference among radar signals.
needed to find the best solution. Finally, we will examine the time needed to prove these optimal solutions. Our implementation just states the above constraints and uses a range propagation on the AllDiff constraint.

2.1 Simple Scalability

We begin our experiments with Golomb 10, 11 and 12 and a time limit which allows the best algorithms to find the optimal solution. For the record, all experiments are conducted on a quad-processor, pentium-pro computer running Linux. All use ILOG Parallel Solver 5.2[13].

We run the following experiments: Golomb 10 with a 20 second time frame (figure 1), Golomb 11 with a 30 second time frame (figure 2), and Golomb 12 with a 4500 second time frame (figure 3).

We will present all our results for both the Golomb Ruler and network design problems in the same way. A given problem with a given time frame will be displayed in four boxes, each representing solving this problem with one to four processors. The top left stands for 1 thread, top right for 2, bottom left for 3 and bottom right for 4. We will display 10 different runs for the Golomb Ruler problem and three different runs for the network design problem. All the results of the Golomb Ruler problem are displayed such that the curve hitting the x-axis is equivalent to finding the optimal solution[^4]. All four boxes are comparable, meaning the x-range and the y-range are equal. A curve stands for one run. And finally, the x-axis represents time in seconds, while the y-axis represents the objective value.

![Figure 1: Golomb 10, x max = 20s](image)

This first series of experiments already gives us almost enough material to support the three major points we want to illustrate in this article.

[^4]: when the optimal value is known
The first point we want to emphasize is speedups. On the average, it is clear from these experiments that adding processors to solve a problem is worth it. This aspect is reinforced as the problem becomes more difficult. For instance, speedups are more visible with Golomb 11.
and Golomb 12. This indicates that parallelism should be used for difficult problems.  

The second point is variability. Solving the Golomb 10 problem with two processors clearly demonstrates this aspect of parallel problem solving as the results differ greatly among the 10 runs. Some of the runs do not finish and others do not find the optimal solution in 20 seconds, while the single processor run always finds the best solution in a bit more than 10 seconds. It is interesting to note that, of course, variability is null with a single processor and that variability is reduced when switching from two to three or four processors. In fact, this variability is the essence of super-linear speedups as it indicates the possible deviation from the predefined route one can expect from parallelism. This deviation can then lead to better solutions and thus to super-linear speedups. Thus the more variability we have, the greater the potential for super-linear speedups.

The last point we want to emphasize is linked to the proof of optimality of these problems. We can see in the tests of Golomb 10 with three and four processors that the constraint solver is able to prove the optimality of Golomb 10. We can conjecture that parallelism induces nearly linear speedups when proving the optimality of a problem.

2.2 Solving Golomb in a Limited Time Frame

In this part of the study, we experiment with Golomb 10 with a 5 second time frame (figure 4), Golomb 11 with a 10 second time frame (figure 5), and Golomb 12 with a 250 second time frame (figure 6).

![Figure 4: Golomb 10, x max = 5s](image)

Restricting the time frame demonstrates another promising feature of parallel constraint programming as it transforms what we can expect from an incomplete search.

---

5This is even illustrated by the fact that we do not display results for Golomb problems with a size less than 10. These problems are solved in less than a second and parallel solver does not exhibit any meaningful speedups.

6This proof is indicated by a lobe sign on the x-axis right of the curve that touches the same x-axis.
In fact, this translates into a profound change in perspective. We go from asking the question *What is the time needed to find the best solution or to prove it?* to *How can my solution, found in x seconds, be improved if I use more than a single processor to search?*

The results of these Golomb Ruler experiments clearly demonstrate the benefits of parallel constraint programming; in each of these experiments, the best solution found in a limited time
frame is always better with two to four processors than with a single processor.

Once again, this effect becomes more evident as the problem becomes more difficult. With the Golomb 10 problem, some runs of Parallel Solver with four processors find worse solutions after 5 seconds than the sequential version. This variation appears less frequently with Golomb 11 and Golomb 12.

2.3 Modeling Effects

In this section, we enrich the previous experiments with a second modeling of the problem. This modeling includes a symmetry-breaking constraint that improves propagation. This constraint states that the difference between the second and the first variable is greater than the difference between the last variable and the previous one. This has two main effects: (1) the search goal performs better and (2) there is more back-propagation of the cost function, leading to more pruning and reduced proving time of the optimal solution.

2.3.1 Solving with a Long Time Frame

![Figure 7: Golomb 12, x max = 1000s, second version](image)

The improved modeling of the problem has a direct impact on variability as more pruning implies a smaller search tree and tighter follow-ups of intermediate solutions. This helps concentrate the search on the more promising parts of the search tree. As a direct consequence, variability is reduced on the Golomb 12 problem.

2.3.2 Solving with a Limited Time Frame

The improved modeling also has an impact on the results found when solving with a limited time frame (figure 8).
Figure 8: Golomb 12, x max = 125s, second version

With this improved modeling, it is clearly worthwhile to use four processors instead of a single processor when solving the Golomb 12 problem in a 125 second time frame.

3 Study of a Network Design Problem

In this section, we experiment with Parallel Solver on a network design problem. The problem can be described as follows. Given the following: (1) a graph where nodes are cities and arcs are possible routes for Internet traffic, (2) a quadratic set of demand from each city to all the others, and (3) a price per arc and per max capacity table, we must find a route for each demand that minimizes the total cost. This cost is computed as the sum of the cost for each arc, this latter cost being the cost for this arc of the capacity needed to route all traffic going through. As we can see, if \( n \) is the number of cities and \( n^2 \) is the size of the graph, then \( n^4 \) is the size of the solution. Therefore, this is a very big problem where the size of the closed instances does not exceed 10. Finally, describing this benchmark is a big work and should be the bulk of a future article.

Furthermore, this problem has two variations: (1) we force the traffic to be balanced on each arc (the total traffic going from A to B must be equal to the total traffic going from B to A) and (2) the routes must be symmetric (the route from city A to city B must be the symmetric of the route from city B to city A).

We can note that the solutions of the second variation of the problem are solutions of the first variation. And solutions of both variations are solutions to the original problem. We will use three numbers to denote a particular instance of the problem. The first is the number of nodes. The second number is one when we force the traffic to be balanced. The third number is one when we force the routes to be symmetric.
3.1 Poorly Behaved Experiments

We begin this discussion with two experiments where parallelism produces no performance gains.

3.1.1 The Lucky Goal

The first experiment represents an instance of size 7 (figure 9). It is solved with the Discrepancy-Bounded Depth First Search (DBDFS) procedure[2] with a width of two. We cannot achieve any kind of speedup with these experiments.

![Figure 9: Network 7, 0 0 dbdfs(2) max = 800s](image)

The explanation for the lack of performance gains due to parallelism in this experiment is quite enlightening. In fact, the search goal is quite lucky and is able to find a good solution quickly. This is a consequence of the fact that some of the costs involved in the data are nearly equivalent, leading to nearly equivalent choices\(^7\). Thus at some point, the search engine has to decide among a few alternatives that seem the same. However, while one will lead to a good solution and eventually to the optimal one, the others will not. This could also be seen as a lack of back-propagation from the objective function. The end result is that these choices are very sensitive and any perturbation, like another worker finding a somewhat better solution and perturbing the search tree, may lead the search engine out of the promising part of the search tree.

This behavior can be linked to the following simple rule. In a large search space, if the first search attempt finds the optimal solution, there can be no speedups at all regarding the objective function. This rule is naive, but illustrates the previous example well.

\(^7\)Nearly equivalent choices with regard to an evaluation function based on cost.
3.1.2 The Easy Search

Another unsatisfactory result is observed with an instance of size 8. This best solution in the symmetric variation is obtained very quickly. We cannot expect any impressive speedups while solving time to optimality is less than a few seconds (figure 10).

![Graphs showing the performance of the Easy Search](image)

Figure 10: Network 8, 1 1 dbdfs(1) max = 3s

The interesting part is that while parallelism does not produce any performance gains in these two experiments, neither do these experiments exhibit any slowdown related to parallelism. All searches converge to the optimal solution in about 0.7 seconds.

3.2 Well behaved experiments

Here we present different runs on the instances of size 10 and 12. Please note that the instance of size 12 is still an open problem.

3.2.1 Simple Scalability Results

Here we present some tests where Parallel Solver is able to find better solutions more quickly than the sequential version. This is shown in figure 11.

3.2.2 Optimal Breakthrough

Here we present some very promising results. Not only did parallel search find equivalent solutions more quickly, but it is also continues to improve the objective value when the sequential version remains stuck. This is shown in figures 12, 13 and 14. Figure 14 clearly demonstrates the following two effects: improvement to the time needed to find a good solution (as clearly shown in the runs with one, two and three processors for the last solution found) and breakthrough as the four-processor runs are all able to find solutions unattainable by one, two and three processors.
3.3 Effect of the Search Procedure

Finally, we illustrate the effect of the search procedure on parallel constraint programming. Here we decide to play with the width of the strips explored by the DBDFS search procedure[2]. We use the network design problem of size 10 with symmetric arcs, but not symmetric routes. We
exploring larger strips, spending more time doing so but possibly finding better solutions than one. This is the same effect as described in [2]. That is to say, there is a trade-off between (1) optimal solutions with a width of two or three while it is quite easy to find one with a width of one (figure 15), a width of two (figure 16), and a width of three (figure 17).

These runs exhibit many different aspects. The first one is that the solver is not able to find optimal solutions with a width of two or three while it is quite easy to find one with a width of one. This is the same effect as described in [2]. That is to say, there is a trade-off between (1) exploring larger strips, spending more time doing so but possibly finding better solutions than
pure Depth First Search, and (2) exploring smaller strips, benefiting from the back-propagation of the cost and finally exploring a smaller search tree.

This trade-off between speed and quality is partially mitigated by the brute force of parallel search. Parallel search, in effect, makes the larger strips smaller and enables the solver to explore an improved search space.
Figure 17: Network 10, 0 \text{ 1 dbdfs(3) } \text{ max } = 500s

Searching with a width of one (figure 15) exhibits nice speedups with very little variability, which is quite interesting and indicates a robust goal.

On the contrary, searching with a width of two (figure 16) presents some variability. In fact, searching in other parts of the first strips may lead to better intermediate solutions (as seen in the runs with three processors), but eventually, everything will converge to the same asymptotic behavior, except for one run with two processors and one run with four processors. This convergence could be explained by the fact that good values are obtained in strips far away from the first one and that the search needs about the same amount of time to find them.

Finally, with a width of three, a single processor is stuck inside the first few big strips while with three and four processors, the exploration of the search tree is large enough so that one worker is able to find good solutions and eventually the optimal one.

4 Conclusion

We hope we have fulfilled our goals of developing realistic expectations and an intuitive understanding about parallel constraint programming. We try to provide basic general understanding from our limited experiments. With this guideline, our results can be summarized by the following simple statements:

Parallelism improves the volume of search space explored in a given amount of time. In a good scenario, this improves the performance of the search engine.

If the whole search space has to be explored and there are few back-propagation and super-linear speedup behaviors, we can expect a linear speedup.

On the contrary, if the search space is small, then we cannot expect meaningful improvements.

Furthermore, if the total explored search space is very small compared to the total search
space, randomness appears. This randomness can be contained by different aspects of the problem. If the search goal is good, any worker will be directed to interesting leaves of the search tree. If the pruning is good, any intermediate solution will reduce the search space and guide the workers to promising parts of the search tree.

Finally, we also hope to convince the constraint programming community of the potential associated with ILOG Parallel Solver. Our results demonstrate that parallelism improves the performance of search engines when used to solve difficult problems.
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