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“Life is like riding a bicycle. To keep your balance you must keep moving.”

Albert Einstein
Abstract

In this thesis, we study the staffing optimization problem in multiskill call centers, in which we aim at minimizing the operating cost while delivering a high quality of service (QoS) to customers. We also introduce the use of chance constraints which require that the QoSs are met with a given probability. These constraints are adequate in the case when the performance is measured over a short time interval as QoS measures are random variables in a given time period. The proposed staffing problems are challenging in the sense that the stochastic constraints have no-closed forms and need to be approximated by simulation. In addition, the QoS functions are typically non-linear and non-convex. We consider staffing optimization problems in different settings and study the proposed models in both theoretical and practical aspects. The methodologies developed are general, in the sense that they can be adapted and applied to other staffing/scheduling problems in queuing-based systems.

The thesis consists of three articles dealing with different challenges in modeling and solving staffing optimization problems in multiskill call centers. The first and second articles concern a two-stage staffing optimization problem under uncertainty. While in the first one, we study a general two-stage discrete stochastic programming model to provide a theoretical guarantee for the consistency of the sample average approximation (SAA) when the sample sizes go to infinity, the second one applies the SAA approach to solve the two-stage staffing optimization problem under arrival rate uncertainty. Both papers indicate the viability of the SAA approach in our context, in both theoretical and practical aspects.

To be more precise, in the first article, we consider a general two-stage discrete stochastic problem with expected value constraints. We formulate its SAA with nested sampling. We show that under some assumptions that hold in call center examples, one can obtain the optimal solutions of the original problem by solving its SAA with large enough sample sizes. Moreover, we show that the probability that the optimal solution of the sample problem is an optimal solution of the original problem, approaches one exponentially fast as we increase the sample sizes. These theoretical findings are important, not only for call center applications, but also for other decision-making problems with discrete decision variables.

The second article concerns solution methods to solve a two-stage staffing problem under arrival rate uncertainty. It is motivated by the fact that the SAA version of the two-stage staffing problem becomes expensive to solve with a large number of scenarios, as for each scenario, one needs to use simulation to approximate the QoS constraints. We develop an algorithm that combines simulation, cut generation, cut strengthening and Benders decomposition to solve the SAA problem. We show the efficiency of the approach, especially when the number of scenarios is large.
In the last article, we consider problems with chance constraints on the service level measures. Our methodology proposed in this article is motivated by the fact that the QoS functions generally display “S-shape” curves and might be well approximated by appropriate sigmoid functions. Based on this idea, we develop a novel approach that combines non-linear regression, simulation and trust region local search to efficiently solve large-scale staffing problems in a viable way. The main advantage of the approach is that the optimization procedure can be formulated as a sequence of steps of performing simulation and solving linear programming models. Numerical results based on real-life call center examples show the practical viability of our approach.

The methodologies developed in this thesis can be applied in many other settings, e.g., staffing and scheduling problems in other queuing-based systems with other types of QoS constraints. These also raise several research directions that might be interesting to investigate. For examples, a clustering approach to mitigate the expensiveness of the two-stage staffing models, or a distributionally robust optimization version to better deal with data uncertainty.

**Keywords:** call center, staffing optimization, simulation, stochastic programming, chance constraint, sample average approximation, Benders decomposition, nonlinear regression.
Résumé

Dans cette thèse, nous étudions le problème d’optimisation des effectifs dans les centres d’appels, dans lequel nous visons à minimiser les coûts d’exploitation tout en offrant aux clients une qualité de service (QoS) élevée. Nous introduisons également l’utilisation de contraintes probabilistes qui exigent que la qualité de service soit satisfaite avec une probabilité donnée. Ces contraintes sont adéquates dans le cas où la performance est mesurée sur un court intervalle de temps, car les mesures de QoS sont des variables aléatoires sur une période donnée. Les problèmes de personnel proposés sont difficiles en raison de l’absence de forme analytique pour les contraintes probabilistes et doivent être approximées par simulation. En outre, les fonctions QoS sont généralement non linéaires et non convexes. Nous considérons les problèmes d’affectation personnel dans différents contextes et étudions les modèles proposés tant du point de vue théorique que pratique. Les méthodologies développées sont générales, en ce sens qu’elles peuvent être adaptées et appliquées à d’autres problèmes de décision dans les systèmes de files d’attente.

La thèse comprend trois articles traitant de différents défis en matière de modélisation et de résolution de problèmes d’optimisation d’affectation personnel dans les centres d’appels à compétences multiples. Les premier et deuxième articles concernent un problème d’optimisation d’affectation de personnel en deux étapes sous l’incertitude. Alors que dans le second, nous étudions un modèle général de programmation stochastique discrète en deux étapes pour fournir une garantie théorique de la consistance de l’approximation par moyenne échantillonnale (SAA) lorsque la taille des échantillons tend vers l’infini, le troisième applique l’approche du SAA pour résoudre le problème d’optimisation d’affectation de personnel en deux étapes avec les taux d’arrivée incertain. Les deux articles indiquent la viabilité de l’approche SAA dans notre contexte, tant du point de vue théorique que pratique.

Pour être plus précis, dans le premier article, nous considérons un problème stochastique discret général en deux étapes avec des contraintes en espérance. Nous formulons un problème SAA avec échantillonnage imbriqué et nous montrons que, sous certaines hypothèses satisfaites dans les exemples de centres d’appels, il est possible d’obtenir les solutions optimales du problème initial en résolvant son SAA avec des échantillons suffisamment grands. De plus, nous montrons que la probabilité que la solution optimale du problème de l’échantillon soit une solution optimale du problème initial tend vers un de manière exponentielle au fur et à mesure que nous augmentons la taille des échantillons. Ces résultats théoriques sont importants, non seulement pour les applications de centre d’appels, mais également pour d’autres problèmes de prise de décision avec des variables de décision discrètes.

Le deuxième article concerne les méthodes de résolution d’un problème d’affectation en personnel en deux étapes sous incertitude du taux d’arrivée. Le problème SAA étant coûteux à résoudre lorsque le nombre de scénarios est important. En effet, pour chaque scénario, il est nécessaire
d’effectuer une simulation pour estimer les contraintes de QoS. Nous développons un algorithme combinant simulation, génération de coupes, renforcement de coupes et décomposition de Benders pour résoudre le problème SAA. Nous montrons l’efficacité de l’approche, en particulier lorsque le nombre de scénarios est grand.

Dans le dernier article, nous examinons les problèmes de contraintes en probabilité sur les mesures de niveau de service. Notre méthodologie proposée dans cet article est motivée par le fait que les fonctions de QoS affichent généralement des courbes en S et peuvent être bien approximées par des fonctions sigmoïdes appropriées. Sur la base de cette idée, nous avons développé une nouvelle approche combinant la régression non linéaire, la simulation et la recherche locale par région de confiance pour résoudre efficacement les problèmes de personnel à grande échelle de manière viable. L’avantage principal de cette approche est que la procédure d’optimisation peut être formulée comme une séquence de simulations et de résolutions de problèmes de programmation linéaire. Les résultats numériques basés sur des exemples réels de centres d’appels montrent l’efficacité pratique de notre approche.

Les méthodologies développées dans cette thèse peuvent être appliquées dans de nombreux autres contextes, par exemple les problèmes de personnel et de planification dans d’autres systèmes basés sur des files d’attente avec d’autres types de contraintes de QoS. Celles-ci soulèvent également plusieurs axes de recherche qu’il pourrait être intéressant d’étudier. Par exemple, une approche de regroupement de scénarios pour atténuer le coût des modèles d’affectation en deux étapes, ou une version d’optimisation robuste en distribution pour mieux gérer l’incertitude des données.

**Mots clés:** centre d’appels, optimisation des effectifs, simulation, programmation stochastique, contraintes probabilistes, approximation par moyenne échantillonnale, décomposition de Benders, régression non linéaire.
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Chapter 1

Introduction

1.1 Background, Motivation and Objectives

A contact center can be broadly defined as a center for handling individual communications, including, for instance, telephone calls, letters, faxes and e-mail. A call center is a specific type of contact center. In particular, a call center is a central office used for receiving or transmitting customers requests by telephone. In general, call centers play an important role in our real life. Some essential call centers are in a government agency, financial institution or 911 emergency services. Many businesses are interested in using call centers to provide information and assistance to their customers. In recent years, the call center industry is growing rapidly and steady. For instance, in the United States, in 2016, the number of employees working as customers service representatives was about 2.7 million, compared to 2.5 million in 2014 (Bureau of Labor Statistics, 2015, 2016). The annual salary cost of agents was estimated at US $95.2 billion in 2016, compared to $91.5 billion in 2014.

Typically, call centers spend 60% to 80% of their budgets of labor, i.e., the cost of staff handling the phone calls (Gans et al., 2003). This is the reason why optimizing the management of labor is very important in call centers. The call center managers are facing a challenge of delivering both low cost and high service quality. They face difficulties with forecasting arrival rates of calls, deploying resources, acquiring capacity and managing service delivery. Call center management is a complicated problem and is a major area of application for operations research.

A general introduction on the functioning of a call center, and a description of all the stages that a call needs to pass before being handled by an agent can be found in Koole (2013). In call centers, a day can be divided into periods. A call (or contact) can be generally understood as a communication between a client and a service by telephone. An employee who interacts with the customers on the phone is called an agent. In general, calls are classified by type,
representing the type of service that they require. Agents are classified by groups according to the subset of call types they can handle. Each of them requires special skills, for example, language, technical knowledge of a specific product. A group of agents is called specialist if it is assigned to very few (one or two) call types and general in the case of multiple tasks. When the number of skills required to handle calls is low, each agent is trained to serve every type of calls and the calls may be served according to the first come, first served (FCFS) rule and/or the longest idle server first (LISF) rule. Otherwise, if too many skills are required, each agent may be trained to handle only a subset of the types of calls, and “skill-based routing” may be used to route calls to appropriate agents. Sometimes, a customer may be transferred through several agents before being satisfied.

Customers may call for various reasons. When a call arrives, a free agent is selected to serve the call (if there is one available). According to the type of call, the router determines which agents are allowed to handle the call, and how agents are chosen when several agents are free. The call is then sent to an agent, and that agent serves the call for a certain service time. If no agent is suitable to serve a call, the call is then sent to a waiting queue if the total queue capacity is not exceeded. A call entering a queue balks if it abandons immediately. A queued caller can become impatient, and abandon without service. Those who abandon may call again later, and are designed as retrials. If the queue is full at the time of an arriving call, the call is blocked instead of entering the queue, i.e., the caller receives a busy signal.

In call center systems, performance measures are used to assess the quality of service and efficiency of a call center. The main purpose of these performance measures is to ensure that the call center is meeting its goal and objectives. Service level (SL) is one of the most common measures of performance for the overall call center. It is defined as the fraction of calls served within less than an acceptable waiting time. The constraint on the SL is most commonly stated as \( s \) percent of calls answered in \( \tau \) seconds or less, where \( \tau \) is a parameter, and is usually denoted by \( s/\tau \). The SL can be measured and controlled separately by time period (hour, day, etc.) and by call type, or in an aggregated day. For example, many contact center managers simply assume that a target of 80/20 is the industry standard, and therefore use that as their own target (Reynolds, 2010). The requirement means that 80% of calls must be answered within 20 seconds. Other centers such as the 911 call center in Montreal or emergency set their standards to 95/2 (Tea, 2013). This measure plays an important role, because for some types of call centers that provide services, in several countries, there are government regulations on the minimal acceptable SL and the call centers may have to pay a fine when this SL is not met. In practice, SL can be defined as an expectation over an infinite time horizon, or as a random variable over a time period. Given the fact that over a given time period, the SL is a random variable, from the optimization point of view, one may use chance constraints to ensure the target of SL over finite duration. One may prefer to define the SL over a long-term
(infinite-horizon) so that we can work with its expectation only, but this only ensures that the target is met on average.

The SL is very important, but it is definitely not a perfect measure. As a matter of fact, while the SL indicates the percentage of calls that are answered within the waited threshold, it does not provide any information regarding the remaining calls. For this reason, it is important to look at a measure that represents all the callers, such as the average waiting time (AWT), also called average speed of answer. AWT is a common key performance indicator and is used by many call centers instead of, or in addition to, service level. The AWT in a period is the average (or mean) time a customer waited to have a service for this period. For example, if half the calls go into queue and wait there for an average of sixty seconds, and the other calls go immediately to an agent, the AWT is thirty seconds. Service level and average waiting time are two quality of service (QoS) measures. Another important measure is the abandonment ratio, defined as the fraction of calls that abandon, this could also per call type, per period, and aggregated. Managers also often look at the occupation ratio of agents, per agent group and per period. It is the percentage of time an agent is busy on a call or doing after-call work. If the occupancy is too low, agents are idle. On the other hand, if the occupancy is too high, agents are overworked, so they may be exhausted and they will be less effective.

In order to minimize the operating cost of a call center under a set of constraints on certain performance measures, call center managers must decide how many agents of each group to have in the center at each time of the day, must construct working schedules for the available agents, and must decide on the call routing rules (Cezik and L’Ecuyer, 2008). In general, depending on the system, call center managers have to deal with a staffing or a scheduling problem. In a staffing problem, the day is divided into periods (e.g., 30 minutes or one hour each) and the goal is to decide the number of agents of each group for each time period. A scheduling problem is to determine how many agents to assign to a set of predefined shifts. This determines the staffing indirectly, while making sure that it corresponds to a feasible set of work schedules. When there is a fixed set of available agents to be scheduled for the day or the week, and each agent has a specific set of skills, we have a scheduling and rostering problem. These problems could be used not only in long-term planning that will decide how many agents to hire and which skills to train them for, but also for short-term planning, to decide which agents will work on a given day and what would be their work schedule. Staffing and scheduling problems can be formulated in a setting where the arrival rates are deterministic and known, or in a setting where they are random and constitute a source of uncertainty. For the latter, one can benefit from the stochastic programming literature, which consists of various models and methods to deal with decision-making under uncertainty.

Stochastic programming (SP) appeared in early 1950’s and provides various models to address the presence of random data in optimization problem, such as two- and multi-stage models,
chance constrained models, and models involving risk measures (Birge and Louveaux, 2011). In SP, two-stage programming has received a great deal of attention. In a standard two-stage stochastic programming model, decision variables are divided into two groups, first-stage and second-stage variables. First-stage variables are decided before the realization of the random parameters. After that, a random event occurs, affecting the outcome of the first-stage decision. A recourse decision then can be made in the second stage. A generalization of two-stage models are models with more stages. Multi-stage problems involve a sequence of decisions that react to outcomes that evolve over time. This leads to dynamic programming (Bertsekas et al., 1995).

There are several approaches to solve two-stage SP models numerically. Two standard methods are scenario approximation and sample average approximation (SAA). After using these techniques, the two-stage program can be formulated as a large linear programming problem. Benders decomposition is a well-known method in mathematical programming that allows the solution of very large linear programming problems that have a special block structure.

In addition, in SP, the chance-constrained method is one of the major approaches to deal with optimization problems under uncertainty. The chance-constrained approach does not require that the decisions are feasible for (almost) every outcome of random parameters, but ensures that the probability of meeting a certain set of constraints is above a certain level. A general and popular way to deal with chance-constrained programs is to build conservative approximations of chance constraints using the SAA method (Nemirovski and Shapiro, 2006).

Staffing optimization is an important but challenging problem in the management of call centers, especially when uncertainty is taken into consideration. In this thesis, we focus on multiskill call centers, which are realistic but the corresponding QoS has no closed form and requires simulation to approximate them. The stochasticity and nonlinearity of the QoS require a careful and innovative algorithmic developments to make the problems viably solvable in practice. In this thesis, we study the staffing optimization problem and address various challenges raised from different uncertainty settings, in both theoretical and practical aspects. We define the main objectives in the following (the text in bold indicates the keywords).

The overall objective of our studies is to model realistic call center systems using probability constraints under uncertainty and develop efficient optimization methods that allow to solve the resulting problems in a practical way. Within this, the first objective is to formulate a two-stage stochastic staffing optimization model in multiskill call center systems using chance constraints on the QoS and under arrival rate uncertainty. Secondly, we aim at developing solution methods to solve the resulting stochastic problem numerically. A standard approach is to use the SAA method, in which it is important to establish the consistency of the SAA approach when the sample sizes grow to infinity. Moreover, since we observe that the two-stage stochastic staffing problems are difficult to solve in a direct way, in particular with real-size call centers, our third objective is to develop solution algorithms that allow us to
efficiently solve large-scale two-stage staffing optimization with real-life data. Lastly, this thesis aims to make the methodologies general enough to allow their application in other settings.

The work under these objectives has resulted in three articles as we outline in the following section.

1.2 Thesis Contributions and Outline

This thesis makes some important contributions to the optimization of operations in contact centers as well as stochastic programming. Moreover, the methodologies developed can be potentially applied to other problems such as optimization problems in other queuing-based systems with “S-shaped” constraints. Our work also raises several research directions that could be interesting and important for the management of call centers or other service systems. We summarize our contributions in more detail in the following.

In the first and second articles, we consider a two-stage stochastic programming model for the staffing optimization under uncertainty. Even though we target optimization problems in call centers, the work of the first article is general and can be applied to any two-stage discrete stochastic programs with stochastic constraints. More precisely, we consider the SAA approach for two-stage stochastic discrete programs in which constraints in the second-stage problem are stochastic and need to be approximated by simulation. This approach provides an approximate solution to the two-stage problem. We show that, in the second-stage problem, given a scenario, the optimal values and solutions of the SAA converge to those of the true problem with probability one when the sample sizes go to infinity. Nevertheless, in the two-stage problem, these convergence results of the second-stage problem do not hold uniformly over all possible scenarios, and this complicates convergence proofs. However, we are able to show that the optimal values and solutions of the SAA converge to the true ones with probability one when the sample sizes at both stages increase to infinity, and we also prove exponential convergence of the probability of making incorrect first-stage decisions. We illustrate our theoretical findings using a two-stage staffing optimization problem in call centers with stochastic constraints on the QoS. As mentioned, the work of the paper can be applied in other two-stage stochastic problems, and provides a theoretical guarantee for the use of the SAA approach in our third paper.

In the second article, we propose and study a two-stage stochastic staffing optimization model in multiskill call centers, aiming at designing algorithms allowing to solve large instance problems in reasonable computing time. In this work, we consider the case where the arrival rates cannot be forecasted perfectly. We model the arrival rates as random variables with large variance
(uncertainty) in the first stage, and smaller variance in the second stage. The challenge lies in the complexity of the stochastic model, as the queuing system needs to be simulated for a large number of scenarios and days. To solve the problem numerically, we sample the scenarios and solve the SAA version instead, with a note that the consistency of the approach can be guaranteed through the results of the second article. We propose a simulation-based decomposition method that combines simulation, L-shaped decomposition and cut strengthening to solve this SAA problem in reasonable computing time. We provide numerical studies based on three call center examples to illustrate the practical efficiency of our decomposition approach.

In the last article, we consider a staffing optimization problem with stochastic constraints on the QoS. Observing that the constraints are based on functions of “S-shaped” curves, we propose an innovative approach to approximate the QoS functions by sigmoid ones. This allows us to design a regression-based optimization model to quickly find staffing solutions that satisfy the chance constraints. Moreover, the main advantage of the approach is that, even though the QoS functions are approximated by nonlinear functions, we can reformulated the optimization procedure as a sequence of steps of performing simulation and solving linear programs. Our numerical results using large-scale and real call center data show the efficiency of the approach as compared to the state-of-the-art one (i.e., the cutting plane method). Importantly, our approach is general, in the sense that it can be used to improve solutions found from the two-stage stochastic problem considered in this thesis, as well as be useful in other settings, e.g., problems with other types of QoS constraints.

The thesis is based on three articles where each chapter corresponds to one article. Following the guideline of Université de Montréal, a short description of the paper and the contributions precedes each article. In the following we present the outline of the thesis.

- **Chapter 2** presents a literature review. We discuss the state-of-the-art of modeling and optimizing a call center. Moreover, we review two-stage stochastic linear programming, the consistency of the sample average approximation approach, as well as solution methods that are relevant to the models and methods developed in the thesis.

- **Chapter 3** (Tu T.A, Mai T., Bastin F., L’Ecuyer P.) studies the consistency of the SAA approach for two-stage stochastic discrete programs with stochastic constraints. The article is currently under review in Mathematical Programming.

- **Chapter 4** (Tu T.A, Chan W., Bastin F., L’Ecuyer P.) presents a simulation-based decomposition method for a two-stage chance-constrained staffing optimization problem in multiskill call centers under arrival rate uncertainty.

- **Chapter 5** (Tu T.A, Mai T., Bastin F., L’Ecuyer P.) proposes a solution method that combines nonlinear regression, simulation and linear programming in order to efficiently solve staffing problems in multiskill call centers.
• **Chapter 6** presents conclusions and future research perspectives that have arised from the results of this dissertation.
Chapter 2

Literature Review

In this chapter we present a short literature review relevant to the problems considered and methodologies developed in the thesis. More precisely, a short introduction to call center modeling, the staffing and scheduling problems is given. We will also briefly go through some models and methods in stochastic programming, which are in line with the rest of the thesis. We assume that all vectors are column vectors, and we note that $a^T$ denotes the transpose of a matrix (or a vector) $a$ while $\mathbb{E}$ and $\mathbb{P}$ represent the mathematical expectation and probability, respectively.
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2.1 Call Center Modeling

2.1.1 Model Description

We consider a model of call centers with only incoming calls where different types of calls arrive at random and different groups of agents answer these calls. The calls arrive according to arbitrary stochastic processes that could be non-stationary, and perhaps doubly stochastic, (see Avramidis et al., 2004, for instance). Arriving calls that find all servers occupied line up in an infinite buffer queue.

Our model of a call center is composed of a set of \( K \) call types, labeled from 1 to \( K \), and \( I \) agent groups, labeled from 1 to \( I \). Agent group \( i \) has a skill set \( S_i \subseteq \{1, \ldots, K\} \). A call type \( k \) can be served by a set of agent groups \( T_k \subseteq \{1, \ldots, I\} \). A day is divided into \( P \) periods of given length, labeled from 1 to \( P \). We denote by \( \lambda_{k,p} \) the mean arrival rate for call type \( k \) in period \( p \) and by \( \mu_{k,i} \) the mean service rate for call type \( k \) by an agent of group \( i \). In the case when the service time depends only on call type, the service rate is given by \( \mu_k \).

In the scheduling problem we aim at determining the number of agents assigned by group and by shift. We consider the same shift structure and notations as in Avramidis et al. (2010). A shift is defined by a set of working periods over \( P \) periods. In practice, there may be constraints on the shifts based on the working convention, the break rules, etc. Let \( \{1, \ldots, Q\} \) be the set of all admissible shifts. The admissible shifts are specified via a \( P \times Q \) matrix \( \hat{A} \) whose element \( (p, q) \) is \( \hat{A}_{p,q} = 1 \) if an agent with shift \( q \) works in period \( p \), and 0 otherwise. A vector \( x = (x_{1,1}, \ldots, x_{1,Q}, \ldots, x_{I,1}, \ldots, x_{I,Q})^\top \), where \( x_{i,q} \) is the number of agents of type \( i \) working shift \( q \), is a schedule. The matrix \( A \) of size \( PI \times QI \) is defined as a block-diagonal matrix with \( I \) identical blocks \( \hat{A} \), if we assume that each agent of type \( i \) works as a type-\( i \) agent for the entire shift. The vector \( y = (y_{1,1}, \ldots, y_{1,P}, \ldots, y_{I,1}, \ldots, y_{I,P})^\top \) contains the number of agents by group and by period and we have \( Ax = y \). We make the following natural assumption that every period is covered by at least one shift.

**Assumption 2.1.** For every period \( p \) there is at least one shift \( q \) such that \( \hat{A}_{p,q} = 1 \).

2.1.2 Modeling a Call Center

Any modeling study of call centers must necessarily starts with a careful data analysis. Since there is always a lack of detailed information and data in real system, it results in a big challenge in modeling call centers. We often only have the averages for each call type over each period of a day (half-hour or one hour, for instance), some of them are the total number of arrivals, the number of abandonments, the average service time. With respect to the agent group, we may have the total number of agents and the occupancy ratio over each time period. Finding out
the appropriate distributions and dependencies between random variables with such aggregated data is a hard problem. In the following, we discuss some state of the art researches on modeling arrival process, service time, and patience time in call centers.

The arrival process records the timeliness at which calls arrive to call centers. Arrivals to call centers are typically random. For the sake of mathematical simplicity, we often make an assumption that the arrival calls follow a homogeneous Poisson process with deterministic rate. More recent studies suggest a doubly stochastic process, e.g., Poisson-gamma, if the arrival rate of the Poisson process is a random variable (for instance Avramidis et al., 2004, Brown et al., 2005). In a case of a Poisson-gamma process, the arrival rate is a random variable of gamma distribution. For example, the arrival rate could have the following form $\Lambda(t) = B\lambda(t)$ where $\lambda(t)$ is constant by period and $B$ is a gamma random variable. The variable $B$, with mean 1, represents the “busyness factor” of the day. This variable may depend on the factors mentioned earlier such as the day of the week, the month, etc. We refer the readers to Ibrahim et al. (2012, 2016b) for a more complete review of the existing literature on modeling and forecasting call arrivals.

Several new stochastic models for the daily arrival rate in a call center are proposed and compared in Oreshkin et al. (2016). They consider one day of operation of a call center. The opening hours are divided into $P$ time periods of equal length. Let $X = (X_1, \ldots, X_P)$ be the vector of arrival counts in those $P$ periods. Assuming that the arrivals are from a Poisson process with a random rate $\Lambda_p$, constant over period $p$. Suppose $\Lambda = (\Lambda_1, \ldots, \Lambda_P)$ and $\Lambda_p = B_p \lambda_p$ where $B_p$ is a non-negative random variable with $E[B_p] = 1$ for each $p$. $B_p$ is called the busyness factor for period $p$. In summary, $\Lambda_p = B_p \lambda_p$ and $X_p \sim \text{Poisson}(\Lambda_p)$, where Poisson($\lambda$) denotes the Poisson distribution with mean $\lambda$. Let $\Gamma(a,b)$ denote a gamma distribution with mean $a/b$ and variance $a/b^2$. There are several arrival processes that have been studied so far, namely, (i) the degenerate case where $B_p = 1$ for all $p$, which gives an ordinary nonhomogenous Poisson arrival process with piecewise constant rate (e.g., Brown et al., 2005), (ii) the PGsingle model in which $B_p = B$ for all $p$, assuming that $B$ has a gamma distribution $\Gamma(\gamma, \gamma)$ (Avramidis et al., 2004) and (iii) the PGindep model relying on independent busyness factors $B_p$ for the different periods of the day (Jongbloed and Koole, 2001), supposing that $B_p$ has a gamma distribution $\Gamma(\rho_p, \rho_p)$.

Oreshkin et al. (2016) propose several new arrival processes which are more general than those discussed earlier. First, they combine the PGsingle and PGindep models into a two-level busyness factor model that includes both a daily busyness factor and a busyness factor per period. They consider the following two-level arrival process model, based on the multiplicative combination of independent period busyness factors $\hat{B}_p$ and the busyness factor for the day, $\mathcal{B}$. They
assume that $\mathcal{B}, \hat{B}_1, \ldots, \hat{B}_P$ are independent with

$$\mathcal{B} \sim \Gamma(\beta, \beta) \text{ and } \hat{B}_p \sim \Gamma(\alpha_p, \alpha_p) \text{ for each } p,$$

for some positive parameters $\beta$, $\alpha_1$, $\ldots$, $\alpha_P$, and they take $B_p = \hat{B}_p \mathcal{B}$ as the busyness factor of period $p$. Note that in this model, $\alpha_1$, $\ldots$, $\alpha_P$ can be specified independently from each other, without any functional relationship between them. They also consider a model that imposes an additional constraint that $\alpha_p$ as a function of $p$ belongs to some classes of smooth functions, e.g., a cubic spline. Moreover, to remove the restriction that the business factor $\mathcal{B}$ for the day affects all the periods in exactly the same way, and to add flexibility in matching the correlations, they raise the factor $\mathcal{B}$ to some power $\varrho_p$ in each period $p$, where the exponents $\varrho_p$ may differ across periods, and they normalize so that the expectation of $\mathcal{B}^{\varrho_p}$ remains equal to 1 in each period

$$B_p = \hat{B}_p \mathcal{B}^{\varrho_p} / \gamma(\varrho_p),$$

where $\gamma(\varrho_p) = \mathbb{E}[\mathcal{B}^{\varrho_p}] = \beta^{-\varrho_p} \Gamma(\varrho_p + \beta) / \Gamma(\beta)$, where $\Gamma(.)$ is a gamma function. In the last case, the model is based on a normal copula for the vector $B = (B_1, \ldots, B_P)$. More specifically, each $B_p$ is assumed to have a $\Gamma(\alpha_p, \alpha_p)$ distribution, with cumulative distribution function (cdf) $G_p$, and can be expressed as $B_p = G_p^{-1}(\Phi(Z_p))$, where $\Phi$ is the standard normal cdf and $Z = (Z_1, \ldots, Z_P) \sim \text{Normal}(0, R_Z)$, a normal vector with mean zero and co-variance matrix $R_Z$. Then, Oreshkin et al. (2016) test the fitting of the different models discussed previously to real data sets obtained from three call centers located in Canada, e.g., a 24-hour emergency call, a Hydro-Quebec call center of the Quebec electricity provider and a Bell call center. In those studies, the new models proposed fit the data better than the existing models.

Traditionally, the service times of calls are assumed as i.i.d exponential random variables with a constant mean. Nevertheless, there are not many case studies which fit these models. Brown et al. (2005) perform a detailed statistical analysis of call center data and suggest that the log-normally distribution is a much better fit. More recently, Ibrahim et al. (2016a) propose alternative models for the process of service times. In these models, the service time distribution is also assumed to be lognormal. By investigating the service time in a call center with many heterogeneous agents and multiple call types, they find that the mean service time does not only depend on the agent group and call type. They observe that the service time distribution depends strongly on the individual agent, that it is time varying and the average service times are correlated across successive days or weeks. In their models, the service time is supposed to be lognormally distributed with a mean that follows a linear mixed-effects model with a weekly Gaussian random effect, and these successive weekly effects obey an autoregressive process of order one. They then compare these new models to some simpler models, e.g., where the mean service time depends only on the agent group and call type, or only on the call type. It
leads to a conclusion that these new models have a better goodness-of-fit, both in-sample and out-of-sample.

There has been a growing number of studies on delay time prediction and announcement for call centers. As in Ibrahim and Whitt (2009a), there are two main families of delay predictors: queue-length-based delay and history-based delay estimators. We remind that queue-length-based predictors essentially use the state of the queues and the parameters of the systems, and the delay history-based predictors use past delay information, to estimate the waiting time. Ibrahim and Whitt (2009b) propose other variants of queue-length-based predictor. Simple heuristic predictors for the delay time which is obtained based on previous customers are proposed in Ibrahim and Whitt (2009a). Ibrahim and Whitt (2011) compare these two major families of delay predictors in the case of a single queue, by using simulation and analytical comparisons. Thiongane et al. (2015) introduce two new predictors for delay time in multiskill call centers, one use cubic regression splines and the other one use artificial networks. Their parameters are both estimated from observation data obtained by simulation. Ibrahim et al. (2016c) concentrate on the last-to-enter-service delay announcement and study its performance in many server-single-class Markovian queues with customer abandonment.

In general, the patience time can be defined as the time a customer is willing to wait before giving up. It is important to model the patience time distribution correctly because it can have a significant effect on the SL and abandonment ratio. Dai and He (2010) study the phenomenon of customer abandonment in a $G/G/n + GI$ queue that serves as a building block to model large-scale call centers. By assuming that the customer patience times are i.i.d following a general distribution, they propose an estimator for the patience time density at zero. They also prove the consistence of this estimator in queues with time-nonhomogeneous arrival processes. Roubos and Jouini (2012) show that they can realistically model the patience distribution from real data by the hyper-exponential distribution.

### 2.1.3 Performance Measures

In this section, we describe in more detail the performance measures typically used in call center modeling. At the end of a period or a day, based on the observed data, the performance measures can be estimated. There are different formulations to define these measures, and among them, there is no convention of the standard formula. In many optimization problems studied so far, a general approach is to consider the expected performance measures over an infinite time horizon. However, in our work, we consider not only the expected value but also the distributions of these measures in a given time interval. We distinguish here a QoS defined over a given period of time, which is random variable, from a QoS in the long run, which is an average over an infinite number of customers. Nevertheless, the latter can be defined for a
non-stationary model of the call center, for which one takes average over an infinite number of
days. In the following, for each way to define a QoS, we give two formulas, one is a random
variable, and the other with an over-bar, which is presented in Chan (2013), is the expected
value in the long run.

The service level (SL) is one of the measures which is most used in industry. The formula for
the SL is not unique, but we can sum up it as the fraction of calls answered within a given
time \( \tau \), where \( \tau \) is called acceptable waiting time. We present here only some formulas of SL
and distinguish the definitions of SL over a given time period and in the long run. Many other
formulas are proposed in Jouini et al. (2013). Let \( A(\tau, t_1, t_2) \) be the number of calls served after
a waiting time less than or equal to \( \tau \) during time interval \([t_1, t_2]\). Let \( N(t_1, t_2) \) be the total
number of calls arriving during time interval \([t_1, t_2]\) and \( L(\tau, t_1, t_2) \) be the number of calls having
abandoned after a waiting time smaller than or equal to \( \tau \) during the same time interval.

Since the arrival and service times of calls are not known but are random, the service level in
a given time period \([t_1, t_2]\) will be a random variable and a formula of service level in the time
interval \([t_1, t_2]\) is

\[
f_{S}^1(\tau, t_1, t_2) = \frac{A(\tau, t_1, t_2)}{N(t_1, t_2) - L(\tau, t_1, t_2)}. \tag{2.1}
\]

This definition of service level (2.1) is used in our formulation with chance constraints. For any
given fixed staffing of agents, no reliable formula or quick algorithm is available to estimate the
distribution of service level; it can be estimated with a long (stochastic) simulation only. An
example of chance-constraint on the service level is, for example, the probability that at least
95% of calls are answered within \( \tau = 2 \) seconds in a given time period is equal to or greater
than 85%.

Another formula defines the SL over a long run, that is:

\[
f_{S}^1(\tau, t_1, t_2) = \frac{\mathbb{E}[A(\tau, t_1, t_2)]}{\mathbb{E}[N(t_1, t_2) - L(\tau, t_1, t_2)]}. \tag{2.2}
\]

In this definition, the numerator is the expected number of calls answered within \( \tau \) and the
denominator is the expected number of arriving calls (without abandonments), over an infinite
time horizon. The service level defined in (2.2) is equal to the fraction of calls answered within
\( \tau \) over an infinite number of independent and identically distributed (i.i.d) copies of intervals
\([t_1, t_2]\). It was used in several articles on staffing and scheduling optimization (e.g., Atlason et al.
(2004), Avramidis et al. (2009), Avramidis et al. (2010), etc). In these contexts, the authors
approximate \( f_{S}^1 \) by simulation, the expectations are estimated by the sample averages. Multiple
measures of SL are of interest: for a given time period of a day, for a given call type, for a given
combination of call type and period, aggregated over the whole day and all call types, and so
on. A typical constraint on the SL is, for example, that 80% of calls are answered within \( \tau = 20 \)
seconds.
Here is an alternative definition of the SL. Again, we can also distinguish two situations: the random variable in a given time period or the expected value over an infinite time horizon:

\[ f^2_S(\tau, t_1, t_2) = \frac{A(\tau, t_1, t_2) + L(\tau, t_1, t_2)}{N(t_1, t_2)}, \]

and

\[ \bar{f}^2_S(\tau, t_1, t_2) = \frac{\mathbb{E}[A(\tau, t_1, t_2) + L(\tau, t_1, t_2)]}{\mathbb{E}[N(t_1, t_2)]}. \]

Another important performance measure is the average waiting time. It is the average (or mean) length of time a customer waited to have a service. The average waiting time is calculated by dividing the total waiting time of all calls, by the total number of calls arriving during the time period. Similar to the service level, we also have many definitions of average waiting time. We present here two formulas of this measure, the former is computed over a given time period and the latter is defined in the long run.

A formula of average waiting time over a given time period \([t_1, t_2]\) is:

\[ f^W(t_1, t_2) = \frac{W(t_1, t_2)}{N(t_1, t_2)}, \tag{2.3} \]

where \(W(t_1, t_2)\) is the sum of waiting times of calls (served or abandoned) arriving during time interval \([t_1, t_2]\). The average waiting time in this definition is a random variable, and may be used in the formulations with chance constraints. An example of the chance constraint with average waiting time is that the probability that the average waiting time in a given time period does not exceed 2 seconds is no smaller than 95%. This is the constraint used for the 911 emergency call center in Montreal in my Master thesis (Ta, 2013).

An alternative definition represents the average waiting time within a given time period \([t_1, t_2]\) in the long run:

\[ \bar{f}^W(t_1, t_2) = \frac{\mathbb{E}[W(t_1, t_2)]}{\mathbb{E}[N(t_1, t_2)]}. \tag{2.4} \]

The long term expected waiting time \(\bar{f}^W\) can be estimated by simulation, by dividing the average sum of waiting times by the average number of arrivals.

Customers abandonment often has negative impact on the revenue of call centers. A manager would usually want to minimize the number of abandonments. We measure the abandonment ratio as:

\[ f^A(t_1, t_2) = \frac{A(t_1, t_2)}{N(t_1, t_2)}, \tag{2.5} \]

where \(A(t_1, t_2)\) is the total number of abandonments.

Agent’s occupancy ratio is defined as the expected number of busy agents over the expected total number of scheduled agents, over the simulation time. Let \(N\) be the number of agents, \(T\)
be the time horizon covered by the measure and \( O(t) \leq N \) be the number of agents occupied at time \( 0 \leq t \leq T \). The occupancy ratio is defined by the proportion of agents occupied during the period of length \( T \):

\[
f_{O,i}(T) = \frac{1}{NT} \int_0^T O(t) dt .
\]

### 2.1.4 Evaluation of Performance Measures

In call centers, the manager must plan the number of agents to serve calls, in order to meet certain service qualities. The performance measures are complex functions so that optimization algorithms have to resort to approximation methods or simulation.

#### 2.1.4.1 Queuing Models

Call centers are often modeled as queuing systems. In a call center with single call type, if we assume that the system is in steady-state, the customers are supposed to arrive according to a Poisson process with constant rate \( \lambda \), the service times are assumed to be exponentially distributed with rate \( \mu \) and independent of each other, the waiting calls are served as FCFS, and we consider \( n \) agents. These queuing models are considered as \( M/M/n \) queue, or the Erlang C model. In this model, we assume that the number of waiting positions is infinite. The offered traffic load is defined by \( \rho = \frac{\lambda}{\mu} \). The traffic intensity (also called as utilization or occupancy) is \( \rho/n \). Let \( C(n, \rho) \) denote the probability that all servers are occupied and \( W \) be the waiting time of a call. According to Cooper (1981), the formula to compute \( C(n, \rho) \) is:

\[
C(n, \rho) = P[W > 0] = \frac{\rho^n}{\sum_{k=0}^{n-1} \frac{\rho^k}{k!} + \frac{\rho^n}{n!(1-\rho/n)}} , \quad (0 \leq \rho < n).
\]

This formula shows the proportion of callers that must wait prior to service. This is so-called the Erlang delay formula or Erlang C formula.

According to the Erlang C formula, one can calculate the average waiting time (Gans et al., 2003):

\[
AWT = E[W] = P[W > 0]E[W|W > 0] = C(n, \rho) \left( \frac{1}{n} \right) \left( \frac{1}{\mu} \right) \left( \frac{1}{1-\rho/n} \right).
\]

Since an arriving call has to wait if all servers are busy, the delay probability \( P[W > 0] \) is given by (2.6). The SL for a given \( n \) is computed from

\[
P[W \leq \tau] = 1 - C(n, \rho) e^{\tau(\mu-\lambda)},
\]

where \( \tau \geq 0 \) is the acceptable waiting time.
In general, the Erlang C function computes the probability that an arrival call will find all servers busy. This is the same as the fraction of arrival calls that are delayed before being served. The service level estimate given by the Erlang C formula is the average over an infinite time horizon. Based on the Erlang C formula, we can calculate the number of agents needed to satisfy the conditions on SL or AWT. The minimum \( n \) required to meet a given target \( s \) of SL, i.e., \( \min_{n \geq 0} \{ n : P\{W \leq \tau \} \geq s \} \) can be obtained by some methods, using the fact that the SL is monotone in \( n \). In Ta (2013), we use the Erlang C formula and the binary search to find the required number of staffs.

Robbins et al. (2010) analyze the goodness of fit to data of the Erlang C models. They relax many assumptions of the Erlang C call center model, then use simulation to obtain some performances, and compare those with the theoretical performance predictions of the Erlang C model. They show that the Erlang C model works reasonably well for large call centers with low to moderate occupancy ratio. On the other hand, the model error becomes quite large when there exists factors that tend to generate caller abandonment, such as high occupancy, small number of agents, and impatient callers.

In the case where there are abandonments, under the assumption that the patience times are exponential with mean \( \phi^{-1} \), the Erlang C model is then replaced by the \textit{Erlang A} model, which is a \( M/M/n + M \) queue, i.e., with Markovian abandonment. The model was presented by Palm (1957). We refer the readers to Gans et al. (2003) for the detailed model Erlang A.

In the model, if the offered waiting time exceeds the customer’s patience time, the caller will abandon the queue and hang up. Methods to calculate performance metrics for the Erlang A model are provided in Mandelbaum and Zeltyn (2007). Calculation of the performance metrics requires an evaluation of the incomplete gamma function:

\[
\gamma(x, y) = \int_0^y t^{x-1}e^{-t}dt, \quad x > 0, \quad y \geq 0.
\]

In the extreme case where the abandonment rate goes to infinity, we have a system where every waiting customer abandons. This type of loss system corresponds to the Erlang B model, see Gans et al. (2003) for instance. The blocking probability is the probability \( B_n \) for an \( M/M/n/n \) queue that a call meets a busy signal in a system without a queue, where there are \( n \) agents and \( n \) telephone lines. One has

\[
B_n = \frac{\left(\frac{\lambda}{\mu}\right)^n}{n! \sum_{i=0}^{n} \frac{1}{i!} \left(\frac{\lambda}{\mu}\right)^i}.
\]

If we denote

\[
A\left(\frac{n\mu}{\phi}, \frac{\lambda}{\phi}\right) = \frac{n\mu}{\phi} e^{\lambda/\phi} \left(\frac{\lambda}{\phi}\right)^{-\frac{n\mu}{\phi}} \gamma\left(\frac{n\mu}{\phi}, \frac{\lambda}{\phi}\right),
\]

\[
B_n = A\left(\frac{n\mu}{\phi}, \frac{\lambda}{\phi}\right) \frac{1}{1 + \frac{\lambda}{\phi} \left(1 - A\left(\frac{n\mu}{\phi}, \frac{\lambda}{\phi}\right)\right)}.
\]
then the probability of waiting, the expected waiting time for delayed calls, and the expected waiting time for all calls, in the Erlang A are given respectively by

\[ P(W > 0) = \frac{A(\frac{\mu}{\phi}, \frac{\lambda}{\phi}) B_n}{1 + (A(\frac{\mu}{\phi}, \frac{\lambda}{\phi}) - 1) B_n} \]

\[ E[W | W > 0] = \frac{n\mu + A(\frac{\mu}{\phi}, \frac{\lambda}{\phi})(\lambda - n\mu)}{\lambda \phi A(\frac{\mu}{\phi}, \frac{\lambda}{\phi})}, \]

\[ E[W] = \frac{n\mu}{\lambda \phi} \left( \frac{\lambda}{n\mu} A(\frac{\mu}{\phi}, \frac{\lambda}{\phi}) B_n + 1 \right) \left( 1 + (A(\frac{\mu}{\phi}, \frac{\lambda}{\phi}) - 1) B_n \right) - 1. \]

It is important to note that the Erlang models apply only to single-skill call centers. Queuing approximations for performance measures in multiskill systems are much more difficult to get. In order to obtain reliable estimates of the SL, abandonment ratio, occupancy ratio, etc., in a multiskill call center, we must use simulation.

### 2.1.4.2 Simulation of Call Centers

In reality, the call center industry has been growing rapidly, leading to the fact that the modern call centers are increasingly complex. Therefore, the gap between realistic call centers and the analytical models available is widening. For this reason and because of its greater flexibility, simulation has been used increasingly to analyze the performance of call centers. Specialized software, such as Simio, enable to analyze call priorities, call routing options, staffing optimization, caller wait times and more. However, they still have some drawbacks, one of them is that modeling some aspects not supported by the tools is often difficult and can lead to an inefficient code.

ContactCenters (Buist and L’Ecuyer, 2005) is a Java library for writing contact center simulators. It is built based on the language Java and over the SSJ simulation library (L’Ecuyer, 2008, L’Ecuyer and Buist, 2005). The library supports multiskill call centers with complicated and arbitrary arrival processes, dialing policies and routing. Some advantages of using this library is that the programmer is allowed to alter the simulation logic in many ways without modifying the source code of the library and a simulator can inter-operate with other libraries, e.g., for optimization and statistical analysis. ContactCenters has been used in several studies, e.g., Avramidis et al. (2009, 2010), Çezik and L’Ecuyer (2008), Chan (2013), Ta (2013), Thiongane et al. (2015) and so on.
2.2 Staffing and Scheduling in Call Centers

Regarding the staffing and scheduling problems, we focus in this section two portions of the literature that are most relevant for our work. The first is the one dealing with the staffing and scheduling when arrival rates are perfectly known. The other stream is more recent and deals with staffing under uncertainty.

2.2.1 Staffing and Scheduling Optimization Models

In this section, we consider problems in call centers in which good forecasts of the arrival rates (workload prediction) are given. Service level is one of the most commonly used performance measure in practice. In many studies, the staffing and scheduling problems are considered subject to the constraints on expected SL $f_s(\tau)$ described in Section 2.1.3. We now present some popular models of staffing and scheduling problems with predictable arrival rates, under the SL constraints.

We use the notations described in Section 2.1.2 to present the models. In these models, we consider constraints on the expected SL defined in (2.2). Other performance measures could be considered as well. We redefine $f_3(\tau)$ by $h(y)$ which varies depending on the vector of agents $y$, and the acceptable waiting times $\tau$ are constants. We denote $h_k(p(y)$ the SL for call type $k$ and period $p$, $h_p(y)$, $h_k(y)$, $h(y)$ the aggregate SLs for period $p$, call type $k$, and overall, respectively. The corresponding time limits are $\tau_k$, $\tau_p$, $\tau_k$, $\tau$, and the corresponding minimal SLs are $l_k$, $l_p$, $l_k$, $l$. The following description of the problem is based on Avramidis et al. (2010) and the reader can consult this paper for more details. The scheduling optimization with SL constraints can be formulated as

$$\min \; c^T x = \sum_{i=1}^{I} \sum_{q=1}^{Q} c_{i,q} x_{i,q}$$

subject to

$$Ax \geq y$$

$$h_k(p(y) \geq l_k, \quad k = 1, \ldots, K, \quad p = 1, \ldots, P$$

$$h_p(y) \geq l_p, \quad p = 1, \ldots, P$$

$$h_k(y) \geq l_k, \quad k = 1, \ldots, K$$

$$h(y) \geq l$$

$$x, y \geq 0 \text{ and integer},$$

where $c = (c_{1,1}, \ldots, c_{1,Q}, c_{I,1}, \ldots, c_{I,Q})^T$, $c_{i,q}$ is the cost of an agent of type $i$ with shift $q$.

Now, assume that any staffing $y$ is admissible and that an agent of group $i$ in period $p$ costs $c_{i,p}$. Denote $c' = (c'_{1,1}, \ldots, c'_{1,P}, c'_{I,1}, \ldots, c'_{I,P})^T$, this gives the following staffing problem, which
is a relaxation of the scheduling problem above, obtained by removing the constraint $Ax \geq y$ as

$$
\min_y \ c^T y = \sum_{i=1}^{I} \sum_{p=1}^{P} c_{i,p} y_{i,p}
$$

subject to

\begin{align*}
& h_{k,p}(y) \geq l_{k,p}, \quad k = 1, \ldots, K, \quad p = 1, \ldots, P \\
& h_p(y) \geq l_p, \quad p = 1, \ldots, P \\
& h_k(y) \geq l_k \quad k = 1, \ldots, K \\
& h(y) \geq l \\
& y \geq 0 \text{ and integer.}
\end{align*}

We note that several studies have further simplified the staffing problem by considering a single period ($P = 1$), or single call type ($K = 1$), or single agent group ($I = 1$).

In many papers, the call arrival rate in each period is assumed to be known perfectly. However, this assumption is not really realistic. In fact, forecasting the future call arrival rates is hard, because there are various cases where the arrival rate in a period may not be predicted well. Hence, the uncertainty of arrival rate in call centers is of interest and has been considered in various works. For example, Liao et al. (2012) and Liao et al. (2013) include the uncertainty of the arrival rate in the form of a discrete probability distribution, Gurvich et al. (2010), Helber and Henken (2010), Robbins and Harrison (2010) discretize continuous probability distributions by random sampling, and Gans et al. (2015) explore the Gaussian quadrature.

Harrison and Zeevi (2005) use a fluid approximation to solve the staffing problem for call centers with multiple call types, multiple agent groups, under uncertain arrivals. Their model seeks to minimize a deterministic staffing cost function along with a penalty cost associated with abandonment. Their approach models the staffing problem as a multidimensional newsvendor model and solves it through a combination of linear programming and simulation.

Bassamboo et al. (2006) develop a model that attempts to minimize the cost of staffing plus an imputed cost for customer abandonment for a call center with multiple call types and agent groups when arrival rates are variable and uncertain. They solve the staffing and routing problems using a linear programming based method that is asymptotically optimal. The uncertainty of arrival rate and absenteeism in staffing problem is considered in Whitt (2006). This work, however, is only for single-skill call centers.

Liao et al. (2012) consider the multi-period staffing problem in multi-shift call centers with two types of jobs: inbound calls and some alternative back-office jobs (emails). Uncertain time-varying arrival rates coupled with significant correlations are considered. Accordingly, the inbound calls arrival process is modeled as a doubly stochastic Poisson process. In order to
solve the staffing problem, they propose different approaches: a classical stochastic programming approach, a robust programming approach and a mixed robust programming approach. By conducting a numerical study, they evaluate the performance of their proposed methods. They analyze the necessity of considering the uncertainty in the call demand parameters. They also find out that the flexibility of the back-office jobs, e.g., emails can be stored, can help to mitigate the effect of the uncertainty of the call demand. In another work, Liao et al. (2013) consider a call center with a single type of inbound calls in a multi-period multi-shift setting with uncertain arrival rates, that vary according to an intra-day seasonality and a global busyness factor. They propose an approach combining stochastic programming and distributionally robust optimization in order to minimize the total salary costs under service level constraints. After that, two different constructions for the uncertainty set are introduced: the first one is based on statistical confidence sets and the second one does not make reference to probabilistic arguments. By simulating the robust solution via Monte Carlo techniques, they show that the two approaches perform very similarly.

Both Robbins and Harrison (2010) and Gans et al. (2015) consider a stochastic programming approach to shift scheduling under arrival rate uncertainty for single-call type, single-group call centers with the average constraint formulation. However, while Robbins and Harrison (2010) consider a global service level requirement aiming at minimizing the sum of the total cost of staffing and the expected penalty cost associated with failure, Gans et al. (2015) minimize the total staffing cost under constraints on expected abandonment.

In Robbins and Harrison (2010), a sample of realizations of call arrivals are generated. Then they formulate the model as a two-stage (without recourse) mixed-integer stochastic program: staffing decisions are made in the first stage, and in the second stage, call volume is realized. The SL target in each period of each scenario of arrival rate is estimated based on a convex linear approximation of the SL curve. Then, the branch-and-bound method is used to solve the problem. Gans et al. (2015) use recourse action (add or remove agents) to adjust per-scheduled staffing levels from arrival rate forecasts. They suppose that a forecast update is obtained at midday, and agents can be added or removed to correct the schedules. Constraints on the fraction of abandonments are considered, and the abandonment function of a Markovian queue are approximated by a piecewise-linear function, similar to Robbins and Harrison (2010).

In typical problem formulations, constraints with respect to the average performance measures in the long run are considered. Gurvich et al. (2010) propose a different problem formulation in which they consider probabilistic constraints on the (random) values over a given time period. The arrival rates are assumed to be random but time-independent. They consider the chance constraints on the abandonment ratios. Let \( \delta \) be a risk level chosen by the call center’s management. The requirement is that the QoS could be violated on at most a fraction \( \delta \) of the arrival rate realizations. The single-call type, single-agent group call center is modeled as
an $M(\Lambda)/M(\mu)/N + M(\phi)$ queue. Assuming that the service rate $\mu$ and the patience rate $\phi$ are known, and the arrival rate $\Lambda$ is stationary but uncertain and we know the average arrival rate $\lambda = \mathbb{E}[\Lambda]$. We suppose $F$ is the cumulative distribution function (cdf) of $\Lambda$. In the presence of demand-rate uncertainty, the steady-state fraction of abandoning calls is itself a random variable, because different realizations of the demand rate $\Lambda$ will lead to different abandonment fractions. The chance-constrained formulation is given by

$$y^* := \min \{ y \in \mathbb{Z}_+ : \mathbb{P}_\Lambda(\{a(\Lambda, y) \leq \alpha\}) \geq 1 - \delta\},$$

where $y$ is the number of agents, $a(\Lambda, y)$ is the fraction of abandoning customers in steady-state, $a(\Lambda, y)$ is a random variable, $\alpha$ is the target abandonment ratio and

$$\mathbb{P}_\Lambda(\{a(\Lambda, y) \leq \alpha\}) = \int_0^{\infty} \mathbb{I}(\{a(\Lambda, y) \leq \alpha\})dF_\Lambda(\lambda).$$

Considering multi-call type, multi-agent group call centers, Gurvich et al. (2010) assume that $\Lambda = \lambda + Z$, where $\lambda = (\lambda_1, \ldots, \lambda_k)$ is a given point estimate for arrival rates, and $Z$ is a $K$-dimensional zero-mean random variable truncated to ensure that $\Lambda$ takes only positive values. The staffing and routing problem considered in Gurvich et al. (2010) is

$$\min_y \quad c^T y = \sum_{i=1}^{I} c_i^T y_i$$

subject to

$$\mathbb{P}_Z(z : \{a_k(\lambda + z, y, \pi) \leq \alpha_k, k \in K\}) \geq 1 - \delta$$

$$y \in \mathbb{Z}_+^I, \pi \in \Pi,$$

where $y \in \mathbb{Z}_+^I$ is the staffing level and $\pi$ is the routing, $\Pi$ is the family of admissible routing rules, and $\mathbb{P}_Z(\Omega) := \mathbb{P}\{Z \in \Omega\}$. When the arrival rates are perfectly predictable, a so-called static-planning problem (SPP) is often used to provide first-order approximations for the optimal staffing levels and allocations of call types to agent groups (Gurvich and Whitt, 2010)

$$\min_y \quad c^T y$$

subject to

$$\sum_{i \in G_k} \mu_{k,i} w_{k,i} \geq (1 - \alpha_k)\lambda_k, \quad k = 1, \ldots, K \quad (2.8)$$

$$\sum_{k \in S_i} w_{k,i} \leq y_i, \quad i = 1, \ldots, I \quad (2.9)$$

$$y \in \mathbb{Z}_+^I, w_{k,i} \geq 0.$$

We note that $w_{k,i} \geq 0$ defines the (fractional) number of agents of group $i$ working on calls of type $k$, $\mu_{k,i}$ is the mean service rate for call type $k$ by an agent of group $i$. Gurvich et al. (2010)
parameterize the constraints (2.8) and (2.9) and define a set $B(y)$, for any $y \in \mathbb{Z}_I^+$, as

$$B(y) = \{ \lambda \in \mathbb{R}_+^K : \exists w \in \mathbb{R}_+^{K \times I} \text{ with } \sum_{i \in G_k} \mu_{k,i} w_{k,i} \geq (1 - \alpha_k) \lambda_k, \forall k, \sum_{k \in S_i} w_{k,i} \leq y_i, \forall i \}.$$ 

The authors then propose a two-step method to deal with the staffing problem under chance constraints. In the first stage, they introduce a Random Static Planning Problem (RSPP) to find a set of staffing levels that minimize staffing costs under the chance constraint

$$\min_y c^T y \quad \text{subject to} \quad P_Z(\Lambda \in B(y)) \geq 1 - \delta \quad y \in \mathbb{Z}_I^+.$$ 

The output of RSPP is a staffing solution and a set of arrival rate vectors which are called the staffing frontier. In the second step, they solve a finite number of staffing problems with the arrival rates on the optimal staffing frontier. The most important role of the staffing frontier approach is that it reduces the complex staffing problem with uncertain rates to one of solving multiple problems with predictable rates. The staffing and routing solution which are feasible for the chance constraints are shown to be nearly optimal for large call centers.

Excoffier et al. (2014) consider the multi-period shift-scheduling problem for single-call type, single-agent group call centers with uncertainties in the future call arrival rates. Their goal is to minimize the workforce cost while ensuring the staffing requirements are respected for each time period. They model the forecasting error on the call arrival rate in each period as a random variable following a continuous probability distribution. They then introduce a probabilistic constraint in the formulation which imposes a lower bound $\pi \in [0, 1]$ on the probability that the quality-of-service constraints are satisfied by the shift schedule. The stochastic shift scheduling problem is modeled as one-stage stochastic program involving a joint chance constraint:

$$\min_x c^T x \quad \text{subject to} \quad P(a_p x \geq y_p, \ p = 1, \ldots, P) \geq \pi \quad x \geq 0 \text{ and integer},$$

where $a_p$ is the $p$-th row of matrix $A$, and $y_p$ is the number of required agents for the SL to be satisfied in period $p$, over an infinite horizon, not for a given day. The variables $y_p$ are computed with the Erlang C (as in Excoffier et al., 2015b) or Erlang A model. The arrival rates are independent random variables following continuous normal distributions for which the means are the forecast values. Under the assumption of the statistical independence between the random variables representing the forecasting errors on the future call arrival rates, they show that, this model can be reformulated as an equivalent deterministic mathematical programming
involving some non-linear terms. One key point of the proposed solution approach is that this reformulation is achieved without resorting to a scenario generation procedure to discretize the continuous probability distributions.

In another study, Excoffier et al. (2015a) consider the case where the call arrival rates are subject to uncertainty and follow unknown continuous probability distributions. They only assume that the first and second moments of the distribution are known. More precisely, they assume that the distributions of the random variables \( y_p \) are not known, but the means \( \bar{y}_p \) and variances \( \sigma^2_p \) are known. We denote this assumption by the notation \( y_p \sim (\bar{y}_p, \sigma^2_p) \). They propose to model the stochastic scheduling problem as a distributional robust program with joint chance constraints:

\[
\min \quad c^T x \\
\text{subject to} \quad \inf_{y \sim (\bar{y}, \sigma^2)} \mathbb{P}(a_p x \geq y_p, \quad p = 1, \ldots, P) \geq \pi \\
x \geq 0 \text{ and integer,}
\]

where \( y \sim (\bar{y}, \sigma^2) \) denotes the vector of variables \( y_p \sim (\bar{y}_p, \sigma^2_p) \). By considering a dynamic sharing out of the risk throughout the entire scheduling horizon, they propose a deterministic equivalent of the problem and solve corresponding linear approximations to provide upper and lower bounds of the optimal solution.

More recently, Chan et al. (2016) study a two-stage chance-constrained staffing problem in multiskill call centers under arrival rate uncertainty. In this paper, the authors consider a staffing problem for which some initial staffing decisions must be decided in advance, based on initial forecast of arrival rates. At a later time, based on updated forecast, the initial staffing may be corrected by adding or removing agents, at the price of some penalty costs. The two-stage chance-constrained stochastic program can be written as follows

\[
\min_y \quad c^T y \quad + \quad \mathbb{E}_\xi [Q(y, \xi)] \\
\text{where} \quad Q(y, \xi) = \min \quad \{ (c^+)^T r^+(\xi) - (c^-)^T r^- (\xi) \} \\
\text{subject to} \quad y + r^+(\xi) - r^- (\xi) = z(\xi), \\
\mathbb{P}[S_k(z, \xi) \geq l_k] \geq 1 - \pi_k, \quad \forall k \\
0 \leq r_i^- (\xi) \leq y_i, \quad \forall i \\
r^+(\xi), r^- (\xi) \geq 0 \text{ and integer,}
\]

where \( \xi \) is a random variable used to capture the uncertainty of the call center system, e.g., arrival rates, \( r^+(\xi) \) and \( r^- (\xi) \) are the numbers of adding and removing agents at the second stage when more information is revealed, \( c^+ \), \( c^- \) are costs for adding/removing agents, \( S_k(z, \xi) \) are SL values evaluated with the updated staffing vectors \( z \) and \( \mathbb{P}[S_k(z, \xi) \geq l_k] \geq 1 - \pi_k \) are
chance constraints based on the randomness of the SL $S_k(z, \xi)$. The authors show that the two-stage program can be solved by considering its sample average approximation counterpart and solve the approximate problem via simulation and linear programming.

2.2.2 Optimization Methods

The call center staffing and scheduling problems have received a great deal of attention in the literature and many methods are proposed to handle them. In this section, we present some popular methods that are relevant to our work.

2.2.2.1 Stationary Independent Period by Period (SIPP) Approach

Setting staffing requirements subject to a target level of customer service is the main point in any staffing problem. Single-call-type, single-agent-group call centers are commonly considered in classic staffing problem. The objective is to minimize the number of agents to be assigned to each period while satisfying the SL constraints, i.e., $c_p = 1$ for all $p$ and the model does not consider the aggregated constraint. The problem can be formulated as

$$\min_y \sum_{p=1}^{P} y_p$$

subject to

$$h_p(y) \geq l_p \text{ for all } p$$

$$y \geq 0 \text{ and integer.}$$

The traditional method “stationary independent period by period” (SIPP) is widely used in the call center industry to deal with the above staffing problem. By dividing a workday to $P$ planning periods and supposing that the periods are independent, the SIPP approach divides the original problems into $P$ sub-problems, each corresponds to a period. Then it constructs a series of stationary queuing models, most often $M/M/n$ (Erlang)-type models, one for each planning period. In each of $P$ sub-problems, Erlang formulas are used to estimate the service level $h_p$, and the minimum staffing is estimated to satisfy the service target in that period.

Using the SIPP approach, Bhulai et al. (2005) introduce a simple method for shift scheduling in multiskill call centers. However, they only consider the aggregated SL constraints across all call types. This method consists of two steps (so they refer this method as 2-step algorithm): finding staffing levels and shift scheduling. In the first step, the method tries to find the minimal number of agents

$$\bar{y} = (\bar{y}_{1,1}, \ldots, \bar{y}_{1,P}, \ldots, \bar{y}_{I,1}, \ldots, \bar{y}_{I,P})^T,$$
by considering each period separately. For each period \( p \), the 2-step method solves the staffing problem with a single constraint on the aggregated SL over the period:

\[
\begin{align*}
\min_y & \quad \sum_{i=1}^{I} c'_{i,p}y_{i,p} \\
\text{subject to} & \quad h_p(y) \geq l_p \\
& \quad y_{i,p} \geq 0 \text{ and integer, } \forall i.
\end{align*}
\]

Suppose that \( \bar{y}_p = (\bar{y}_{1,p}, \ldots, \bar{y}_{I,p}) \) is an optimal solution in each period \( p \), and let \( \bar{y} = (\bar{y}_1, \ldots, \bar{y}_P) \).

In the second step of the method, a set of shifts will be found to minimize the costs and cover the staffing \( \bar{y} \):

\[
\begin{align*}
\min_x & \quad c^T x \\
\text{subject to} & \quad Ax \geq \bar{y} \\
& \quad x \geq 0 \text{ and integer}.
\end{align*}
\]

Solving this step in multiskill call centers is more complicated than in single skill call centers, due to the fact that an agent with a specific set of skills can be assigned to different agent groups with potentially fewer skills in each period. Modeling this in a straightforward way may lead to a large number of variables and one may obtain a very knotty problem.

Bhulai et al. (2005) consider the model in which the staff-coverage constraints allow downgrading an agent into any alternative agent type with smaller skill set, temporarily and separately for each period. They state that their two-step approach is generally sub-optimal and they illustrate this by examples. This suboptimality is also investigated and analyzed in Avramidis et al. (2010).

### 2.2.2.2 Simulation and Linear Programming

As mentioned, in many real-life call centers (e.g., multiskill ones), the performance measures such as SL have no closed forms and need to be approximated by simulation. The lack of analytical formulas for the performance measures makes the staffing and scheduling problems challenging. A popular and general approach to deal with this issue is to approximate the performance measures by piece-wise linear and concave functions, based on an observation that the SL is S-Shaped with respect to the staffing values. Thus, a staffing (or scheduling) solution can be obtained by iteratively generating linear cuts to approximate the performance measures and solving integer linear models.
Atlason et al. (2008) study a staffing problem for single-call type, single-agent group call centers (i.e., $K = 1$ and $I = 1$) and propose a solution method using simulation and linear programming. More precisely, instead of using the algebraic form, they use simulation to approximate the SL values. The original problem is then approximated by the SAA problem using the expected service level constraint. They also study the convergence property of the solutions given by the SAA to the original ones. It is shown that the probability that the optimal solution of the approximated problem is an optimal solution to the original problem approaches one exponentially fast as the sample size increases. Instead of solving the original problem, they propose a simulation-based linear programming method to deal with the SAA problem. This method is based on a cutting plane method (Kelley, 1960) for the minimization problems where both the objective function and feasible region are convex. The approach uses the results of Jagers and van Doorn (1990) who proved the concavity property of the SL function $h$ for a waiting queue $M/M/n$ without abandonment. With abandonment, the SL function has an S-shape meaning that $h$ is concave when the number of agents is large enough. However, this observation may be not true in case of multiskill call center.

![Figure 2.1: Example of SL function showing an “S” shaped curve.](image)

Observing that the SL function is typically $S$-shaped (see Figure 2.1 for illustration), Atlason et al. (2008) approximate the SL function by piecewise linear concave functions. They relax the non-linear SL constraints to convert the call center staffing problem into an integer linear programming problem. After solving the problem, they run a simulation using the staffing levels obtained. When the service levels meet the targets for all periods, the algorithm stops with an optimal solution to the SAA problem. If there is a violated constraint, a linear constraint is added to the relaxed problem. This constraint eliminates the current solution but does not eliminate any feasible solutions to the SAA problem. It is proved that the proposed method terminates with an optimal solution to the SAA as long as one exists. An advantage of this method, compared to the two-step method is that this method allows for dependence between periods in a day. However, it is numerically more costly to use.

Cezik and L’Ecuyer (2008) adapt and extend the cutting plane method proposed by Atlason et al. (2008) to multiskill single-period call centers. More recently, by extending the method of
Cezik and L’Ecuyer (2008), Avramidis et al. (2010) propose an approach that combines simulation with integer programming and cut generation, for solving multiskill scheduling problems. They also compare their method to the two-step approach from Bhulai et al. (2005). They show that the two-step method sometimes yields solutions that are highly sub-optimal and inferior to those obtained by their proposed method.

2.3 Stochastic Programming

In this section we give a short introduction to the field of stochastic programming. To keep the exposition in line with the rest of the thesis, we only focus on models and methods that are relevant to our work, namely, two-stage linear stochastic programming and the sample average approximation approach. For more knowledge, we refer the readers to Birge and Louveaux (2011). The notations used in the section related to the review of stochastic programming may be re-used in other sections related to the description of call centers, with different interpretations.

2.3.1 An Introduction to Stochastic Programming

The field of stochastic programming is concerned with mathematical optimization under uncertainty. Whereas deterministic optimization problems are formulated under the assumption that the parameters are known, real world problems mostly include parameters which are unknown at the time decisions should be made. Since the parameters are uncertain, one might seek a solution that is feasible for all possible realizations of the random components. This approach is however too conservative in many applications. Stochastic programming models deal with the uncertainty by taking advantage of the fact that probability distributions governing the data can be estimated though historical observations.

The two-stage stochastic program with recourse actions is the most basic stochastic recourse problem that has been intensively studied and has many real-life applications. In the problem, we assume that non-anticipative decisions represent the main decisions that have already been made and that a temporary violation of the random constraints is allowed. Recourse actions then can be made until the realization of uncertainty is observed. In this fashion, the decisions are partitioned into two stages according to the availability of the information. We refer to them as first-stage and second-stage decisions. The classical two-stage linear stochastic programming problems can be formulated as

$$\min_{x \in X} \{g(x) = c^T x + \mathbb{E}_{\xi}[Q(x, \xi)]\}, \quad (2.10)$$
where $Q(x, \xi)$ is the optimal value of the second-stage problem

$$\min_{y \in Y} q^T y \text{ subject to } Tx + Wy = h, \quad (2.11)$$

where $X, Y \subseteq \mathbb{R}^n$ are the sets of first-stage and second-stage decision vectors, respectively, $T, W \in \mathbb{R}^{n \times n}$ and $h \in \mathbb{R}^n$. $\xi = (q, T, W, h)$ contains the data of the second-stage problem. In this formulation, at the first stage we have to make a “here-and-now” decision $x$ before the realization of the uncertain data $\xi$ is known. At the second stage, after a realization of $\xi$ becomes available, we make recourse actions by solving the second-stage optimization problem.

The expectation in the two-stage formulation above requires a knowledge on the distribution of the random vector $\xi$. A standard approach is to assume that $\xi$ has a finite number of realizations, call scenarios, say $\xi_1, \ldots, \xi_K$ with respective probabilities $p_1, \ldots, p_K$. Then, the expectation can be written as the summation

$$E[Q(x, \xi)] = \sum_{k=1}^{K} p_k Q(x, \xi_k),$$

and the two-stage problem (2.10)-(2.11) can be formulated as a large one-stage programming problem (deterministic equivalent problem) as

$$\begin{align*}
\text{(DE)} & \left\{ \begin{array}{ll}
\min_{x, y_1, \ldots, y_K} & c^T x + \sum_{k=1}^{K} p_k q_k^T y_k \\
\text{subject to} & T_k x + W_k y_k = h_k, \ k = 1, \ldots, K \\
& x \in X, \ y_k \in Y, \ k = 1, \ldots, K.
\end{array} \right.
\end{align*}$$

In (DE) we make a copy $y_k$ of the second-stage decision vector $y$ for each scenario $k$. By solving (DE) we obtain an optimal solution $x^*$ for the first-stage problem and optimal solutions $y_1^*, \ldots, y_K^*$ for the second-stage problem for each scenario $k \in \{1, \ldots, K\}$.

A serious issue in the context is that for some $x \in X$ and scenario $\xi_k$, the system $T_k x + W_k y_k = h_k$ may have no solution $y_k \in Y$, i.e., the second-stage problem may be infeasible. In this case, the standard practice is to set $Q(x, \xi_k) = \infty$ and we do that. That is, we impose an infinite penalty if the second-stage problem is infeasible and such a solution $x \in X$ cannot be an optimal solution of the first-stage problem. This will make sense if such a scenario results in a catastrophic event. We say that the two-stage problem has relatively complete recourse if such infeasibility does not happen, i.e., for every $x \in X$ and every scenario $\xi_k$, the second-stage problem is always feasible.

In many situations, the random vector $\xi$ has an infinite or very large support set. A common approach is to reduce the scenario set to a manageable size by using Monte Carlo simulation. That is, suppose that we can generate an i.i.d sample $\xi_1, \ldots, \xi_N$ of $N$ realizations of the random vector $\xi$, i.e., each $\xi_n$ is independent of each other, for $n = 1, \ldots, N$. Given this sample, we can
approximate the objective function by the average

\[ Q_N(x) = \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n), \]

and the two-stage problem can be approximated by the problem

\[(\text{SAA}) \quad \min_{x \in X} \left\{ c^T x + \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) \right\}. \]

This approach is typically referred to as the SAA method (Shapiro and Philpott, 2007). Solving the SAA problem will give an approximate solution to the true problem. A question here is how large the sample size \( N \) (i.e., how many scenarios should be generated) in order for the SAA problem to give a reasonably accurate solution to the true problem. We will discuss this in more details in the next section.

### 2.3.2 Consistency of the Sample Average Approximation

We consider the following stochastic programming problem

\[(\text{SP}) \quad \min_{x \in X} \left\{ f(x) := E_\xi[F(x, \xi)] \right\}, \tag{2.12} \]

where \( X \) is a nonempty closed subset of \( \mathbb{R}^n \), \( \xi \) is a random vector whose probability distribution \( P \) is supported on a set \( \Omega \subset \mathbb{R}^d \), and \( F : X \times \Omega \to \mathbb{R} \). Suppose that we have an independent random sample \( \xi_1, \ldots, \xi_N \) of \( \omega \) from \( P \). The corresponding SAA program of the “true” problem (2.12) is

\[ \min_{x \in X} \left\{ \hat{f}_N(x) := \frac{1}{N} \sum_{i=1}^{N} F(x, \xi_i) \right\}. \tag{2.13} \]

We refer to (2.12) and (2.13) as the true and SAA problems, respectively. An optimal solution \( \hat{x}_N = \arg \min_{x \in X} \hat{f}_N(x) \) for (2.13) and the corresponding optimal value \( \hat{v}_N = \hat{f}_N(\hat{x}_N) \) are the approximations of an optimal solution \( x^* \) and of the optimal value \( v^* \) for the true problem (2.12). We denote by \( X^* \) and \( X_N^* \) the set of optimal solutions of the true problem (2.12) and the SAA problem (2.13), respectively. We assume that \( X^* \) is not empty and that a finite minimum is attained. We assume that the set \( X \) has a norm \( \| \cdot \| \) (e.g., the Euclidean norm if \( X \) is the real space). The distance from a given solution \( x \) to optimality is

\[ \text{dist}(x, X^*) = \inf_{x \in X^*} \| x - x^* \|. \]

It is important to establish upper bounds for the three error measures \( \text{dist}(\hat{x}_N, X^*), f(\hat{x}_N) - v^* \), and \( \hat{v}_N - v^* \) when the sample size \( N \to \infty \). Actually, one can show that, under different set of (mild) conditions (see Dupacová and Wets, 1988, Shapiro, 2003b, for instance), these measures will converge to zero, w.p.1, when the sample size \( N \) grows to infinity. This convergence holds,
for example, if there exists a compact set $C \subset \mathbb{R}^n$ such that (i) $X^* \subset C$, (ii) the function $f(x)$ is finite valued and continuous on $C$, (iii) $\hat{f}_N(x)$ converges to $f(x)$ w.p.1, as $N \to \infty$, uniformly in $x \in C$, (iv) w.p.1 for $N$ large enough the set $X^*_N$ is nonempty and $X^*_N \subset C$; see Proposition 6 in Shapiro (2003b).

When the problem (2.12) has a unique optimal solution $x^*$, $X \subset \mathbb{R}^n$ contains a neighborhood of $x^*$, and $F(\cdot, \xi)$ is a sufficiently smooth function with bounded variance, Central limit theorems give estimates of order $O_p(N^{-1/2})$ for the three error measures mentioned above (Shapiro, 1993).

For $\epsilon \geq 0$, we denote by

$$X^\epsilon := \{x \in X : f(x) \leq v^* + \epsilon\} \text{ and } X^\epsilon_N := \{x \in X : \hat{f}_N(x) \leq \hat{v}_N + \epsilon\}$$

the sets of $\epsilon$-optimal solutions of the true and the SAA problem, respectively. Under appropriate conditions, by using large deviation theory (Dai et al., 2000, Kaniovski et al., 1995, Kleywegt et al., 2002, Shapiro, 2003b, Shapiro and Homem-de Mello, 2000), one can prove exponential convergence to zero for the probability of selecting a solution with an optimality gap that exceeds a given value. For example, let $F(x, \xi)$ have a finite moment generating function in a neighborhood of 0, and let $\epsilon > \delta > 0$. If $X$ is finite, or if $X$ is a bounded subset of $\mathbb{R}^n$ and $f$ is Lipschitz-continuous over $X$, then there are constants $K$ and $\eta = \eta(\delta, \epsilon)$ such that

$$\mathbb{P}[X^\delta_N \subset X^\epsilon] \geq 1 - K \exp[\eta N].$$

It means that the probability that any $\delta$-optimal solution to the SAA problem is an $\epsilon$-optimal solution to the true problem converges to 1 exponentially fast in $N$. The constant $K$ can be (at worst) proportional to $|X|$ when $X$ is finite. In fact, this result allows to give an estimate of the sample size which guarantees that any $\delta$-optimal solution of the SAA problem is an $\epsilon$-optimal solution of the true problem with probability at least $1 - \alpha$. The required sample size $N$ depends logarithmically both on the size of the feasible set $X$ and the tolerance probability $\alpha$.

We now consider the two-stage problem (2.10)-(2.11). Since $Q(x, \xi)$ is the value of a linear program, it can be computed exactly for a given $x$ and $\xi \in \Omega$. By taking $F(x, \xi) = c^T x + Q(x, \xi)$ we are back to the setting of (SP) and we can apply the corresponding results to establish the consistency of the SAA approach (see Shapiro, 2003b, Shapiro et al., 2014b, for further discussion).

Stochastic programming with stochastic constraints is also a topic of interest in the SP literature (e.g. Vogel, 1994). A general formulation for such problems is

$$\min_{x \in X} f(x) \quad \text{subject to} \quad g^i(x) := \mathbb{E}_\xi[G^i(x, \xi)] \geq 0, \ i = 1, \ldots, I,$$
where $G^i(x, \xi) : X \times \Omega \to \mathbb{R}$, $f(x)$ is easy to evaluate exactly for all $x \in X$, whereas the expectations in the constraints are estimated by Monte Carlo. In the SAA, we replace the expectation by a sample average approximation

$$\hat{g}^i_N(x) = \frac{1}{N} \sum_{n=1}^{N} G^i(x, \xi^n), \quad i = 1, \ldots, I,$$

where $\xi^1, \ldots, \xi^N$ are $N$ i.i.d realizations of $\xi$. If $X$ is finite and we assume that $\hat{g}^i_N(x) \to g^i(x)$ w.p.1 when $N \to \infty$ and there is $x^* \in X^*$ such that $g^i(x^*) > 0$ for all $i = 1, \ldots, I$, then we have w.p.1 that there is $N_0 > 0$ such that $\hat{x}_N \in X^*$ for all $N > N_0$. Under the additional assumption that $G^i(x, \xi)$ satisfies a large-deviation principle for all $i$, we have that

$$\mathbb{P} \left[ \max_i |\hat{g}^i_N(x) - g^i(x)| > \epsilon \right] \to 0,$$

exponentially fast as a function of $N$ for any $\epsilon > 0$. In addition, we also have that

$$\mathbb{P}[\hat{x}_N \notin X^*] \leq K \exp(-\eta N),$$

for some constant $K$ and $\eta > 0$. That is, the probability of not selecting an optimal decision converges to 0 exponentially fast as a function of $N$. In Atlason et al. (2008), Cežik and L’Ecuyer (2008), the authors considers stochastic constraints on QoS measures which are defined as expectations and $x$ represents a staffing decision (number of agents of each type in each time period). In Avramidis et al. (2010), a similar problem is considered in which $x$ represents the work schedules of all agents.

### 2.3.3 Solution Methods for Two-stage Linear Programs

When the number of scenario is large, the linear program (DE) becomes too large to solve in a direct way. A well-known approach to deal with the issue is the *L-shaped method* introduced by Slyke and Wets (1969) and based on the principles of *Benders decomposition* (Benders, 1962). The L-shaped method inherits its name from the structure of the constraint matrix of the two-stage problem (Figure 2.2). Basically, for fixed first-stage decisions, the second stage divides into a number of independent sub-problems.

The general idea of the L-shaped method is to approximate the recourse function (or the second-stage objective function) by a piece-wise linear and convex function. Since the non-linear objective term involves a solution to all the second-stage programs, we want to avoid numerous function evaluations for it. Therefore, we define a master linear model in $x$, but we only evaluate the recourse function as a sub-problem. This can be done based on the duality properties of the second-stage problem.
Consider (DE), assume that $Y = \mathbb{R}_+^m$ and we consider the fixed recourse, i.e., the $W_k$ are the same for all scenarios, say $W_k = W$ for all $k$. In the case that the support set of $\xi$ is very large or infinite, we can use Monte Carlo simulation to sample scenarios and formulate the SAA problem. The L-shaped method proceeds as follows

- **Step 0:** Set $r = s = v = 0$.
- **Step 1:** Set $v = v + 1$. Solve the following master linear program

$$
\begin{align*}
\min_{x \in X} & \quad c^T x + \theta \\
\text{subject to} & \quad D_l x \geq d_l, \quad l = 1, \ldots, r \\
& \quad E_l x + \theta \geq e_l, \quad l = 1, \ldots, s \\
& \quad \theta \in \mathbb{R}.
\end{align*}
$$

At the first iteration (i.e., $r = s = 0$), Constraints (2.15) and (2.14) are empty, i.e., there are no cuts added to the master problem. When $r \geq 1$, constraints (2.14) are referred to feasible cuts added in Step 2, and when $s \geq 1$, (2.15) consist of optimality cuts added in Step 3. Let $(x^v, \theta^v)$ be an optimal solution to the master problem. If no constraint (2.15) is present, $\theta^v$ is set equal to $-\infty$ and is not considered in the computation of $x^v$.

- **Step 2:** For $k = 1, \ldots, K$, solve the following linear program:

$$
\begin{align*}
\min & \quad w = e^T v^+ + e^T v^- \\
\text{subject to} & \quad W y + I v^+ - I v^- = h_k - T_k x^v \\
& \quad y \geq 0, v^+ \geq 0, v^- \geq 0,
\end{align*}
$$

Figure 2.2: Block structure of the constraint matrix of the deterministic equivalent of the two-stage linear program.
where \(e^T = (1, \ldots, 1)\) and \(I\) is an identity matrix, until for some \(k\) the optimal value \(w > 0\). In this case, let \(\sigma^v\) be the associated simplex multipliers and define \(D_{r+1} := (\sigma^v)^T T_k\) and \(d_{r+1} := (\sigma^v)^T h_k\) to generate a constraint (called a feasibility cut) of type (2.14). Add \(D_{r+1} x \geq d_{r+1}\) to the constraint set (2.14), set \(r := r + 1\) and return to Step 1. If for all \(k\), \(w = 0\), go to Step 3.

- Step 3: For \(k = 1, \ldots, K\), solve the linear program:

\[
\begin{align*}
\min \quad & w' = q_k^T y \\
\text{subject to} \quad & W y = h_k - T_k x^v \\
& y \geq 0.
\end{align*}
\]

Let \(\pi_k^v\) be the simplex multipliers associated with the optimal solution of Problem \(k\) of type (2.16). Define

\[
E_{s+1} := \sum_{k=1}^{K} p_k (\pi_k^v)^T T_k \quad \text{and} \quad e_{s+1} := \sum_{k=1}^{K} p_k (\pi_k^v)^h_k.
\]

Let \(w'^v = e_{s+1} - E_{s+1} x^v\). If \(\theta^v \geq w'^v\); stop, \(x^v\) is an optimal solution. Otherwise, add cut \(E_{s+1} x + \theta \geq e_{r+1}\) (called an optimality cut) to the constraint set (2.15), set \(s := s + 1\) and return to Step 1.

In summary, the above method approximates \(Q(x) = E[Q(x, \xi)]\) using an outer linearization. Two types of constraints are sequentially added: (i) feasibility cuts (2.14) determining \(\{x \mid Q(x) < +\infty\}\) and (ii) optimality cuts (2.15), which are linear approximations to \(Q(x)\) on its domain of finiteness.

It is also possible to add several cuts per each master iteration based on the idea of the multicut L-shaped method (Birge and Louveaux, 1988). In Step 3 of the L-shaped method, all \(K\) realizations of the second-stage program are optimized to obtain their optimal simplex multipliers. These multipliers are then aggregated to generate one cut. In multicut version, one cut per realization in the second stage is placed. It is expected that the multi-cut method involves fewer iterations and often outperforms the single-cut L-shaped method, which is supported by the numerical tests of Birge and Louveaux (1988). Moreover, one can show that the L-shaped method, both in the single-cut and multi-cut versions, will terminate with an optimization solution to the two-stage problem.

Extensions and alternatives to the traditional L-shaped method have been proposed in the SP literature. For example, an improvement to the L-shaped method is the regularized decomposition proposed by Ruszczynski (1986). The method combines the multi-cut L-shaped with the inclusion of a quadratic regularizing objective function term, which yields the following objective
function
\[ c^T x + \sum_{i=1}^{L} \theta_i + \frac{1}{2} \alpha \| x - x^{i-1} \|^2, \]

where \( \alpha \) is a positive constant and \( x^{i-1} \) is the solution of the previous iteration. This formulation prevents initial solutions from oscillating and allows for cut removal in order to avoid final degeneracy in the master problem. Moreover, Dantzig and Wolfe (1960) propose another decomposition method to solve two-stage linear programs. The method, so-called Dantzig-Wolfe decomposition, can be regarded as solving the dual to the L-shaped master problem and uses, in contrast to outer linearization and cut generation, inner linearization and column generation. In general, people have shown that the L-shaped method outperforms Dantzig-Wolfe decomposition in most cases due to smaller bases of the master problem.
Chapter 3

Consistency of the Sample Average Approximation Approach for Discrete Two-stage Stochastic Programs

In this chapter we consider a two-stage discrete stochastic program with stochastic constraints in the second-stage problem. We study the SAA approach with nested sampling, focusing on the consistency of the SAA when the sample sizes go to infinity. We prove that the optimal values and first-stage solutions of the SAA converge to the true ones with probability one when the sample sizes at both stages increase to infinity. Moreover, we show that the probability of making incorrect first-stage decisions converges to zero exponentially fast. The results of this chapter provide a theoretical guarantee for the use of the SAA in the other chapters, i.e., Chapter 4 and Chapter 5. The work has been presented during the Optimization Day (Montréal, June 2018) and the 2016 INFORMS Annual Meeting (Nashville, U.S, November 2016). An article based on this work is currently under review in Mathematical Programming.

Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Introduction</td>
<td>36</td>
</tr>
<tr>
<td>3.2</td>
<td>Consistency of the SAA Estimators</td>
<td>41</td>
</tr>
<tr>
<td>3.3</td>
<td>Convergence of Large-deviation Probabilities</td>
<td>49</td>
</tr>
<tr>
<td>3.4</td>
<td>Illustration with a Staffing Optimization Problem</td>
<td>57</td>
</tr>
<tr>
<td>3.5</td>
<td>Conclusion</td>
<td>63</td>
</tr>
</tbody>
</table>
On a Two-stage Discrete Stochastic Optimization Problem with Stochastic Constraints and Nested Sampling

Thuy Anh Ta\textsuperscript{1}, Tien Mai\textsuperscript{2}, Fabian Bastin\textsuperscript{1}, and Pierre L’Ecuyer\textsuperscript{1}

\textsuperscript{1}Department of Computer Science and Operational Research, Université de Montréal and CIRRELT, Canada

\textsuperscript{2}Singapore-MIT Alliance for Research and Technology (SMART), 1 Create Way, Singapore

Abstract

We consider a two-stage stochastic discrete program in which some of the second stage constraints involve expectations that cannot be computed easily and are approximated by simulation. We study a sample average approximation (SAA) approach that uses nested sampling, in which a number of second stage scenarios are examined, and a number of simulation replications are performed for each scenario to estimate the second stage constraints. This approach provides an approximate solution to the two-stage problem. We show that in the second-stage problem, given a scenario, the optimal values and solutions of the SAA converge to those of the true problem with probability one when the sample sizes go to infinity. In the two-stage problem, these convergence results of the second-stage problem do not hold uniformly over all possible scenarios, and this complicates convergence proofs. We are nevertheless able to prove that the optimal values and solutions of the SAA converge to the true ones with probability one when the sample sizes at both stages increase to infinity. As an illustration, we apply this SAA method to a staffing problem in a call center, in which the goal is to optimize the numbers of agents of each type under some constraints on the quality of service (QoS). The staffing allocation has to be decided under an uncertain arrival rate with a prior distribution in the first stage, and can be adjusted at some additional cost when better information on the arrival rate becomes available in the second stage.

Keywords: Sample average approximation; two-stage stochastic program; expected value constraints; convergence rate; staffing optimization.

3.1 Introduction

We are interested in a class of two-stage stochastic optimization problems in which at each stage, a decision must be taken among a finite set of possibilities, under uncertainty. After making the decision $x$ at the first stage, some information $\xi$ is revealed, then the second-stage decision $y$ is made, under a set of constraints that depend on $x$ and $\xi$. Some of these constraints
at the second stage involve mathematical expectations that cannot be computed exactly and are estimated by Monte Carlo simulation. We pay a cost that depends on \( x \) in the first stage, plus a cost that depends on \((x, \xi, y)\) in the second stage. Our first goal is to find an optimal decision \( x^* \) for the first stage, to minimize the expected total cost, under the assumption that we will be able to make an optimal decision \( y \) in the second stage. Then, given \( x = x^* \) and the observation of \( \xi \), our second goal is to select an optimal \( y = y^*(x, \xi) \) for that pair \((x, \xi)\).

More formally, the problem can be formulated as follows:

\[
\begin{aligned}
\min_{x \in X} & \quad f(x) = f_1(x) + \mathbb{E}_\xi[Q(x, \xi)] \\
\text{subject to} & \quad \mathbb{E}_w[G(x, \xi, y, w)] \geq 0,
\end{aligned}
\]

where \( \omega = (\xi, w) \in \Omega = \Xi \times W \) is distributed according to some probability measure \( \mathbb{P} \) over the sample space \( \Omega \), and \( \mathbb{E}_\xi \) and \( \mathbb{E}_w \) denote the expectations with respect to \( \xi \) and \( w \). In the applications we have in mind, \( \xi \) and \( w \) can be taken as independent. In particular, both \( \xi \) and \( w \) can be viewed as infinite sequences of independent random variables uniformly distributed over \((0, 1)\) and the required randomness is extracted from them (in a Monte Carlo context, these will be the random numbers that drive the simulation), but this interpretation is not essential.

The first-stage decision \( x \) must be taken from the finite set \( X \). Then \( \xi \) is observed and the second-stage recourse decision must be taken from the set \( A(x, \xi) \subseteq Y \), which may depend on \( x \) and \( \xi \), where \( Y \) is a finite set. This set \( A(x, \xi) \) could be specified by a set of linear inequalities, for example, as will be the case in our illustrations. We also define \( Y(x, \xi) \) as the set of second-stage feasible solutions given the pair \((x, \xi)\), i.e., \( Y(x, \xi) = \{y \in A(x, \xi) \mid g(x, \xi, y) \geq 0\} \). The functions \( f_1 : X \to \mathbb{R} \) and \( f_2 : X \times \Xi \times Y \to \mathbb{R} \) are measurable, while \( G = G(x, \xi, y, w) = (G_1, \ldots, G_K) \) is a random vector for which \( \mathbb{E}_w[|G(x, \xi, y, w)|] < \infty \) for all \((x, \xi, y)\) such that \( y \in A(x, \xi) \). We are interested in the situation in which the expected value functions \( \mathbb{E}_\xi[Q(x, \xi)] \) and \( \mathbb{E}_w[G(x, \xi, y, w)] \) cannot be written in a closed form or computed numerically, and are estimated by Monte Carlo.

The stochastic optimization problem considered here occurs in several real-life situations. It was motivated by a staffing optimization problem in telephone call centers, in which one must select a staffing, i.e., decide how many agents of each type to have in the center for each time period of the day, to minimize the operating cost while satisfying some quality of service (QoS) constraints, under uncertainty in the arrival rate process. In the first stage, the manager selects a staffing \( x \) for the given day some time in advance, based on an initial forecast of the arrival rate of calls. This staffing has cost \( f_1(x) \). Later on, for example in the morning of the given day, an updated (better) forecast of the arrival rate, represented by \( \xi \), becomes available. Based on this new information, the manager can modify the initial staffing by adding or removing some
agents to better match the updated forecast by paying some penalty cost $f_2(x, \xi, y)$, where $y$ represents the staffing modification. This $y$ must satisfy a set of linear constraints that generally involve $x$, $\xi$, and $y$, captured here by $y \in A(x, \xi)$, and also some QoS constraints expressed as expectations: $\mathbb{E}_w[G(x, \xi, y, w)] \geq 0$, where $w$ represents all the uncertainty that remains after $\xi$ is known (e.g., the arrival times and service times of calls, abandonments, etc.). For example, one may ask that the expected total waiting time of all calls during the day does not exceed the expected number of calls multiplied by 30 seconds, or that the probability $p$ that at least 95% of calls during the day are answered within 6 seconds is at least 0.90. The choice of these chance constraints reflects the decision maker’s risk preferences. We assume that the arrival rate is bounded and that the finite set $A(x, \xi)$ always contains a staffing large enough to satisfy the QoS constraints, uniformly over $x$ and $\xi$. For more details on this application, see for example Cezik and L’Ecuyer (2008), Chan et al. (2014b, 2016), Ta et al. (2016).

In this paper, we study a sample average approximation (SAA) approach to solve (P1). The general idea of SAA is to use Monte Carlo sampling to construct sample average functions that approximate the expectations $\mathbb{E}_\xi[Q(x, \xi)]$ and $\mathbb{E}_w[G(x, \xi, y, w)]$ as functions of $x$ and of $(x, \xi, y)$, respectively. In the SAA version of the problem (P1), the expectations are replaced by the sample averages, or equivalently, the exact distributions of $\xi$ and $w$ are approximated by empirical distributions. This permits one to easily compute the expectations as functions of $x$ and $y$ in the SAA problem, and then solve this problem.

The SAA approach itself is not new; see, e.g., Ahmed and Shapiro (2008), Bastin et al. (2006), Robinson (1996), Rubinstein and Shapiro (1993), Shapiro (2003a), Shapiro et al. (2014a). It is widely used and has been studied at length for solving various types of stochastic optimization problems. A common simple setting is a stochastic programming problem of the form

$$\min_{x \in X} \{ f(x) := \mathbb{E}_\omega[F(x, \omega)] \} \quad (3.3)$$

where $F(x, \omega)$ is a random variable defined over a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, the expectation over $\omega$ is with respect to the measure $\mathbb{P}$, and $X$ is a set of admissible decisions, often a subset of $\mathbb{R}^n$. The corresponding SAA program is

$$\min_{x \in X} \left\{ \hat{f}_N(x) := \frac{1}{N} \sum_{i=1}^{N} F(x, \omega_i) \right\} \quad (3.4)$$

where $\omega_1, \ldots, \omega_N$ is an independent random sample from $\mathbb{P}$. This independence assumption is relaxed in some papers (not here), e.g., to allow randomized quasi-Monte Carlo sampling (Kim et al., 2015). We refer to (3.3) and (3.4) as the true and SAA problems, respectively. An optimal solution $\hat{x}_N \in \arg\min_{x \in X} \hat{f}_N(x)$ for (3.4) and the corresponding optimal value $\hat{v}_N = \hat{f}_N(\hat{x}_N)$ are approximations of an optimal solution $x^*$ and of the optimal value $v^*$ for the true problem (3.3). Typically, one has $\mathbb{E}[\hat{v}_N] < v^*$; see Shapiro (2003a). Another important quantity (perhaps the
most relevant) is \( f(\hat{x}_N) \), the exact value of a solution \( \hat{x}_N \) obtained from the SAA. The difference \( f(\hat{x}_N) - v^* \geq 0 \) represents the gap between the value of the retained solution and the optimal value. In general there could be multiple optimal solutions \( x^* \) and \( \hat{x}_N \). We denote by \( X^* \) and \( X_N^* \) the sets of optimal solutions to (3.3) and (3.4), respectively. In the following, \( x^* \) and \( \hat{x}_N \) denote any of those solutions, in the respective sets. We assume that \( X^* \) is not empty and that a finite minimum is attained.

In settings where the space \( X \) of solutions is infinite (which is not the case for our problem (P1)), it is typically assumed that \( X \) has a norm \( \| \cdot \| \) (e.g., the Euclidean norm if \( X \) is in the real space), so that the distance between two solutions is well defined, and then one can define the distance from a given solution \( x \) to optimality as \( \text{dist}(x, X^*) = \inf_{x^* \in X^*} \| x - x^* \| \).

Convergence to zero with probability one (w.p.1) for the three error measures \( \text{dist}(\hat{x}_N, X^*), f(\hat{x}_N) - v^* \), and \( \hat{v}_N - v^* \) when the sample size \( N \to \infty \) has been proved under different sets of (mild) conditions; see Dupacová and Wets (1988), Robinson (1996), Shapiro (2003a), Shapiro et al. (2014a), for instance. This holds for example if \( X^* \) is contained in a compact set \( C \subset \mathbb{R}^n \), \( f \) is bounded and continuous on \( C \), \( \sup_{x \in C} |\hat{f}_N(x) - f(x)| \to 0 \) when \( N \to \infty \), and \( \emptyset \neq X_N^* \subset C \) for \( N \) large enough, also w.p.1; see (Shapiro, 2003a, Theorem 4). There are also other sets of sufficient conditions.

Knowing that we have convergence w.p.1 is good, but knowing how fast it occurs is better. The speed of convergence of \( \hat{x}_N \) to \( X^* \) can be measured and studied in various ways. Central limit theorems give estimates of order \( O_p(N^{-1/2}) \) for the three error measures mentioned above when \( x^* \) is unique, \( X \subset \mathbb{R}^n \) contains a neighborhood of \( x^* \), and \( F(\cdot, \omega) \) is a sufficiently smooth function with bounded variance (Shapiro, 1993).

For \( \epsilon \geq 0 \), a solution \( x \in X \) is said to be \( \epsilon \)-optimal for the true problem if \( f(x) \leq v^* + \epsilon \), and \( \epsilon \)-optimal for the SAA if \( \hat{f}_N(x) \leq v_N^* + \epsilon \). Let \( X^\epsilon \) and \( X_N^\epsilon \) denote the sets of \( \epsilon \)-optimal solutions to the true problem and the SAA problem, respectively. Under appropriate conditions, by using large-deviations theory (Dai et al., 2000, Kaniovski et al., 1995, Kleywegt et al., 2002, Shapiro, 2003a, Shapiro and de Mello, 2000), one can prove exponential convergence to zero for the probability of selecting a solution with an optimality gap that exceeds a given value. For example, let \( F(x, \omega) \) have a finite moment generating function in a neighborhood of 0, and let \( \epsilon > \delta > 0 \). If \( X \) is finite, or if \( X \) is a bounded subset of \( \mathbb{R}^n \) and \( f \) is Lipschitz-continuous over \( X \) with Lipschitz constant \( L \), then there are positive constants \( K \) and \( \eta = \eta(\delta, \epsilon) \) such that

\[
\mathbb{P}[X_N^\delta \subseteq X^\epsilon] \geq 1 - K \exp[-\eta N]. \tag{3.5}
\]

In particular, if the true problem has a unique optimal solution \( x^* \) and \( X \) is finite, then \( \mathbb{P}[\hat{x}_N \neq x^*] \) converges to 0 exponentially fast in \( N \). The constant \( K \) can be (at worst) proportional to \( |X| \) when \( X \) is finite and to \( L \) otherwise.
Consider now a two-stage problem like (P1), but without the probabilistic constraints (3.2), and suppose that the second-stage optimization in (3.1) is easy to solve for any \((x, \xi)\). It could be a deterministic linear program, for example. Then, since \(Q(x, \xi)\) can be computed exactly, by taking \(F(x, \xi) = f_1(x) + Q(x, \xi)\) we are back to the setting of (P2) and we can apply the corresponding results. See Shapiro (2003a), Shapiro et al. (2014a) for further discussion.

Another setting studied earlier (e.g., in Vogel (1994) for a general case and in Atlason et al. (2008), Cezik and L’Ecuyer (2008) in the context of call center staffing) is that of an optimization problem with stochastic constraints:

\[
\min_{x \in X} f(x) \quad \text{subject to} \quad g(x) := E_{\omega}[G(x, \omega)] \geq 0, \tag{3.6}
\]

where \(f(x)\) is easy to evaluate exactly for all \(x \in X\), whereas the expectations in the constraints are estimated by Monte Carlo. In the SAA, one replaces \(g(x)\) by \(\hat{g}_N(x)\), the Monte Carlo average of \(N\) i.i.d. samples of \(G(x, \omega)\). Under the assumption that \(X\) is finite, that \(\hat{g}_N(x) \to g(x)\) w.p.1 when \(N \to \infty\), and there is \(x^* \in X^*\) such that \(g(x^*) > 0\), we have w.p.1 that there is \(N_0 > 0\) such that \(\hat{x}_N \in X^*\) for all \(N \geq N_0\). Under the additional assumption that \(G(x, \omega)\) satisfies a large-deviation principle, which implies that \(P[|\hat{g}_N(x) - g(x)| > \epsilon] \to 0\) exponentially fast as a function of \(N\) for any \(\epsilon > 0\), we also have that \(P[\hat{x}_N \not\in X^*] \leq K \exp[-\eta N]\) for some constants \(K\) and \(\eta > 0\), i.e., the probability of not selecting an optimal decision converges to 0 exponentially fast as a function of \(N\). In Atlason et al. (2008), Cezik and L’Ecuyer (2008), the constraints (3.6) are on QoS measures which are defined as expectations and \(x\) represents a staffing decision (number of agents of each type in each time period). In Avramidis et al. (2010), a similar problem is considered in which \(x\) represents the work schedules of all agents.

In this paper we study the convergence of a SAA approximation for the two-stage stochastic program (P1), in which an expectation is estimated by Monte Carlo at each of the two stages. This gives rise to nested (or embedded) Monte Carlo sampling: for each of the \(N\) first-stage realizations of \(\xi\) (or scenarios), say \(\xi_1, \ldots, \xi_N\), we must sample several (say \(M_n = M_n(\xi_n)\) for scenario \(n\)) second-stage realizations of \(w\) to estimate the expectations in the second-stage constraints, because the distribution of \(G\) in the second stage depends on \(\xi\). The SAA counterpart of (P1) can be written as

\[
\begin{align*}
\min_{x \in X} \hat{f}_N(x) &= f_1(x) + \frac{1}{N} \sum_{n=1}^N \hat{Q}_{M_n}(x, \xi_n) \\
\text{where} \quad \hat{Q}_{M_n}(x, \xi_n) &= \min_{y_n \in A(x, \xi_n)} f_2(x, \xi_n, y_n) \tag{3.7} \\
\text{subject to} \quad \hat{g}_{M_n}(x, \xi_n, y_n) &\geq 0, \tag{3.8}
\end{align*}
\]
where \(\{\xi_1, \ldots, \xi_N\}\) are i.i.d realizations of \(\xi\) and for each \(n\),

\[
\hat{g}_{M_n}(x, \xi_n, y_n) := \frac{1}{M_n} \sum_{m=1}^{M_n} G(x, \xi_n, y_n, w_{n,m}),
\]

and \(\{w_{n,1}, \ldots, w_{n,M_n}\}\) are i.i.d realizations of \(w\). The latter can be independent across values of \(n\), i.e., \(\sum_{n=1}^{N} M_n\) independent realizations of \(w\), or they can be dependent. In particular, one could have \(M_n = M\) for all \(n\) and \(w_{1,m} = \cdots = w_{N,m}\) for all \(m\).

To the best of our knowledge, convergence of the SAA approach has not been studied for this setting. Under appropriate conditions, we prove that w.p.1, the optimal decisions for the SAA converge to the optimal decisions for the true problem when \(N\) and the \(M_n\) increase toward infinity, in the sense that there are constants \(N_0\) and \(M_0\) such that if \(N \geq N_0\) and \(\min(M_1, \ldots, M_N) \geq M_0\), the optimal decision at the first stage is the same for the SAA and the true problem. Moreover, for almost all \(\xi \in \Xi\), w.p.1 there is an \(M_0 = M_0(\xi)\) such that for \(M \geq M_0\), the optimal decision at the second stage is the same for the SAA and the true problem. The issue of exponential convergence to 1 of the probability of making an optimal decision is more tricky in our setting than in Problem (P2). We show that this exponential convergence holds at the second stage conditionally on \(\xi\), for almost any fixed \(\xi\), but it does not hold for the unconditional probability. This is related to the fact that the \(M_0(\xi)\) in the convergence w.p.1 is not uniformly bounded in \(\xi\) in general.

The rest of the paper is organized as follows. In Section 3.2 we state our results on the consistency of SAA when \(N\) and the \(M_n\) go to infinity together. In Section 3.3 we establish the convergence rates of the SAA solutions and optimal values, with respect to \(N\) and the \(M_n\). Section 3.4 illustrates the application of this two-stage SAA approach for solving a staffing optimization application in a call center. Section 3.5 provides a conclusion.

### 3.2 Consistency of the SAA Estimators

Let \(X^*\) and \(X_N^*\) denote the sets of first-stage optimal solutions for the true and SAA problem, respectively. Let \(v^*\) and \(\hat{v}_N\) be the optimal values for the true and SAA counterpart problems. We also denote by \(Y^*(x, \xi)\) the set of optimal solutions for the true second-stage problem given \((x, \xi)\), while \(Y_M^*(x, \xi)\) denote its SAA counterparts when using sample size \(M\) at the second stage. For \(k = 1, \ldots, K\), let \(g_k(\cdot)\) and \(\hat{g}_{kM}(\cdot)\) denote the \(k\)-th elements of \(g(\cdot)\) and \(\hat{g}_M(\cdot)\) in (3.8), respectively.

We first assume that the recourse is relatively complete (see for instance Birge and Louveaux (2011)). Along with the assumption that \(Y\) is finite, this implies that the recourse program has
at least one optimal solution for every \( x \) and \( \mathbb{P} \)-almost every \( \xi \). Moreover, we assume that the second-stage objective function is almost surely uniformly bounded.

**Assumption 3.1.** \( X \) and \( Y \) are finite, and for each \( x \in X \) and \( \mathbb{P} \)-almost every \( \xi \in \Xi \), \( Y(x, \xi) \neq \emptyset \). Moreover, \( f_2 \) is bounded uniformly for \( \mathbb{P} \)-almost every \( (x, \xi) \in X \times \Xi \).

We next assume that for \( \mathbb{P} \)-almost every scenario \( \xi \), the SAA of the second-stage constraint asymptotically coincide with the true second-stage constraint, and that the true constraint is not active at any true second-stage solution, as otherwise, the SAA constraint could be violated at this solution with a strictly positive probability, for any arbitrary large second-stage sample. Note that in the continuous case, this assumption could be relaxed by assuming that the true and SAA active sets are the same with probability one when the sample size is large enough Bastin et al. (2006), Shapiro (2003a).

**Assumption 3.2.** For all \( x \in X \) and \( \mathbb{P} \)-almost all \( \xi \), for all \( y \in Y \), \( \hat{g}_M(x, \xi, y) \to g(x, \xi, y) \) w.p.1 when \( M \to \infty \), and there exists \( y \in Y^*(x, \xi) \) such that \( g(x, \xi, y) \neq 0 \).

Under Assumption 3.2, we can apply the known results for the Problem (P2) to the second stage of our problem (P1), to obtain the following proposition, whose proof can be found in Atlason et al. (2004), Atlason et al. (2008).

**Proposition 3.1.** Under Assumptions 3.1 and 3.2, and there exists \( y \in Y^*(x, \xi) \) such that \( g(x, \xi, y) \neq 0 \), which occurs for \( \mathbb{P} \)-almost any \( \xi \), w.p.1 there is a finite \( M_0 = M_0(\xi) \) such that for all \( M \geq M_0 \), \( \emptyset \neq Y^*_M(x, \xi) \subseteq Y^*(x, \xi) \) and \( \hat{Q}_M(x, \xi) = Q(x, \xi) \). That is, for all \( M \geq M_0 \), the SAA in the second-stage has at least one optimal solution and any such optimal solution is optimal for the true second-stage problem.

Moreover, again if there exists \( y \in Y^*(x, \xi) \) such that \( g(x, \xi, y) \neq 0 \), there are positive constants \( C \) and \( b(\xi) \) such that

\[
\mathbb{P}[Y^*_M(x, \xi) \subseteq Y^*(x, \xi)] \geq 1 - C \exp[-b(\xi)M].
\]  

That is, for \( \mathbb{P} \)-almost any \( \xi \), the probability of missing optimality at the second stage decreases to zero exponentially in \( M \).

It is important to note here is that the sample size \( M_0 \) and the constant \( b \) in Proposition 3.1 depend on \( \xi \), and there may be no \( M_0 \) and \( b \) for which the result holds uniformly in \( \xi \). We give an example of that in the following.
Example 3.1. Consider the following example of a two-stage program

\[
\min_{x \in X} f(x) = x + \mathbb{E}_\xi [Q(x, \xi)]
\]

where \( Q(x, \xi) = \min_{y \in Y} 2y \)

subject to \( \mathbb{E}_w [x + y - 2\xi - w] \geq 0, \)

where \( \xi \sim U(0, 1) \) (the uniform distribution), \( w \sim \mathcal{N}(0, 1) \) (the standard normal distribution), and \( X = Y = \{0, 1, 2\}. \) Given \( x \in X, \) the set of optimal solutions in the second-stage is

\[
Y^*(x, \xi) = \arg\min\{2y \mid y \in Y, y \geq 2\xi - x\}.
\]

Now, consider the SAA counterpart

\[
\min_{x \in X} \hat{f}_N(x) = x + \frac{1}{N} \sum_{n=1}^{N} Q_M(x, \xi_n)
\]

where \( \hat{w}_M \) is a sample average approximation of \( w \) by a Monte Carlo method. In this example, for notational simplicity we set \( M_1 = \ldots = M_N = M. \) Let \( x = 1, \) we have \( Y^*(1, \xi) = \{0\} \) if \( \xi \leq 1/2, \) and \( Y^*(1, \xi) = \{1\} \) if \( \xi > 1/2. \) So, for a given \( \xi \in [0, 1/2), \) if we have \( \hat{w}_M > 1 - 2\xi \) in the second-stage of the SAA, then the SAA does not return a true second-stage optimal solution, i.e, \( Y^*_M(x, \xi) \not\subset Y^*(x, \xi). \) Therefore, we have

\[
P[ Y^*_M(x, \xi) \not\subset Y^*(x, \xi) ] \geq P[\hat{w}_M \geq 1 - 2\xi]. \tag{3.10}
\]

Since \( \hat{w}_M \sim \mathcal{N}(0, 1/M), \) for any \( M > 0 \) we have

\[
\lim_{1-2\xi \to 0} P[\hat{w}_M \geq 1 - 2\xi] = P[\hat{w}_M \geq 0] = \frac{1}{2}. \tag{3.11}
\]

Hence, if \( 1 - 2\xi \) can be arbitrarily close to zero, for any given \( 0 \leq \epsilon < 1/4, \) then there is no \( M_0 > 0 \) such that \( P[\hat{w}_M \geq 1 - 2\xi] < \epsilon \) for all \( M > M_0 \) and all \( \xi \in [0, 1/2), \) and therefore, there is no \( M_0 > 0 \) such that \( P[Y^*_M(x, \xi) \not\subset Y^*(x, \xi)] < \epsilon \) for all \( M > M_0 \) and all \( \xi \in (0, 1/2). \) This also means that there is no \( M_0 \) such that, w.p.1, \( \hat{Q}_M(x, \xi) = Q(x, \xi) \) for all \( M > M_0 \) and all \( \xi \in (0, 1/2). \)

We now show that exponential convergence of the probability of making a wrong decision at the second stage does not hold uniformly in \( \xi. \) By contradiction, if there are positive constants \( C_0, b_0 \) for which the exponential convergence Proposition 3.1 holds uniformly in \( \xi, \) then for
\(\mathbb{P}\)-almost every \(\xi \in \Xi\), we have

\[
\ln(\mathbb{P}[Y_M^*(x, \xi) \not\in Y^*(x, \xi)]) \leq \ln C_0 - Mb_0, \text{ for all } M > 0. \tag{3.12}
\]

From (3.10) we have, for \(\mathbb{P}\)-almost every \(\xi \in [0, 1/2)\)

\[
\frac{\ln \mathbb{P}[\hat{w}_M \geq 1 - 2\xi]}{M} \leq \frac{\ln C_0}{M} - b_0. \tag{3.13}
\]

However, we can always choose \(M^*\) large enough such that

\[
\frac{\ln(1/4) - \ln C_0}{M^*} > -b_0,
\]

and \(\xi^* \in [0, 1/2)\) such that \(\mathbb{P}[\hat{w}_{M^*} \geq 1 - 2\xi^*] > 1/4\). The latter can be done using (3.11). Then, we have

\[
\frac{\ln \mathbb{P}[\hat{w}_{M^*} \geq 1 - 2\xi^*]}{M^*} \leq \frac{\ln C_0}{M^*} > \frac{\ln(1/4) - \ln C_0}{M^*} > -b_0,
\]

meaning that (3.13) cannot hold for any \(M > 0\) and for almost every \(\xi \in [0, 1/2)\).

We now look at the convergence of the optimal value and optimal solution at the first stage of the SAA problem to those of the true problem. We want to show that w.p.1, we have

\[
\lim_{n \to \infty} \hat{Q}_n(x, \xi_n) \to Q(x, \xi) \text{ almost surely.}
\]

For any \(x \in X\) and \(\xi \in \Xi\), we define

\[
Y_-(x, \xi) = \{ y \in A(x, \xi) \mid \exists k \text{ such that } g_k(x, \xi, y) < 0 \},
\]

\[
\delta(x, \xi) = \frac{1}{2} \max_{y \in Y(x, \xi), 1 \leq k \leq K} \{ g_k(x, \xi, y) \mid g_k(x, \xi, y) < 0 \},
\]

\[
\hat{\delta}(x, \xi) = \min_{y \in Y_-(x, \xi), 1 \leq k \leq K} \{ g_k(x, \xi, y) \mid g_k(x, \xi, y) > 0 \},
\]

\[
\delta_0(x, \xi) = \min_{x \in X} \delta(x, \xi) > 0, \text{ and}
\]

\[
\hat{\delta}(x, \xi) > 0. \tag{3.14}
\]
By convention, if $Y_-(x, \xi) = \emptyset$ then $\delta(x, \xi) = -\infty$, and if $\{(y, k)\mid y \in Y^*(x, \xi), \ g_k(x, \xi, y) > 0\} = \emptyset$, then $\delta(x, \xi) = \infty$. Under Assumption 3.2 we have $\delta(x, \xi) < \infty$ for $\mathbb{P}$-almost every $\xi \in \Xi$.

**Lemma 3.2.** $\max_{x \in X} |\hat{f}(x) - f(x)| \geq |\hat{v} - v^*|$. 

**Proof.** Let $x^*$ and $x^*_N$ be optimal solutions to (P1) and (P3), respectively. If $f(x^*) < \hat{f}(x^*_N)$, since $\hat{f}(x^*_N) \leq \hat{f}(x^*)$, we have:

$$|\hat{v} - v^*| = |\hat{f}(x^*_N) - f(x^*)| \leq |\hat{f}(x^*) - f(x^*)| \leq \max_{x \in X} |\hat{f}(x) - f(x)|.$$ 

If $f(x^*) \geq \hat{f}(x^*_N)$, since $f(x^*) \leq f(x^*_N)$, we have:

$$|v^* - \hat{v}| = |f(x^*) - \hat{f}(x^*_N)| \leq |f(x^*_N) - \hat{f}(x^*_N)| \leq \max_{x \in X} |\hat{f}(x) - f(x)|.$$ 

In both cases, we have $|\hat{v} - v^*| \leq \max_{x \in X} |\hat{f}(x) - f(x)|$. \qed

**Lemma 3.3.** Under Assumptions 3.1, and 3.2, for any $x \in X$ and for $\mathbb{P}$-almost every $\xi \in \Xi$, if $|\hat{g}_k M(x, \xi, y) - g_k(x, \xi, y)| \leq \delta(x, \xi)$ for all $y \in Y(x, \xi)$ and $k = 1, \ldots, K$, then $\emptyset \neq Y^*_M(x, \xi) \subseteq Y^*(x, \xi)$. 

**Proof.** Let $Y_M(x, \xi)$ be the set of feasible solutions of the SAA counterpart second-stage problem. Given $\xi$ such that $\delta(x, \xi) < \infty$, which holds for $\mathbb{P}$-almost every $\xi \in \Xi$, we have

$$|\hat{g}_k M(x, \xi, y) - g_k(x, \xi, y)| \leq \delta(x, \xi) = \min\{-\delta(x, \xi), \delta(x, \xi)\}.$$ 

If $y \in Y_-(x, \xi)$, there exists some $k$ such that $g_k(x, \xi, y) < 0$ and

$$\hat{g}_k M(x, \xi, y) \leq g_k(x, \xi, y) - \delta(x, \xi) < 0.$$ 

Thus $y \in A(x, \xi) \setminus Y_M(x, \xi)$, and $A(x, \xi) \setminus Y(x, \xi) \subseteq A(x, \xi) \setminus Y_M(x, \xi)$. Since $Y_M(x, \xi) \subseteq A(x, \xi)$, we have $Y_M(x, \xi) \subseteq Y(x, \xi)$. Moreover, w.p.1, there exists $y^* \in Y^*(x, \xi)$ such that $g(x, \xi, y^*) > 0$, we have that for all $k$,

$$\hat{g}_k M(x, \xi, y^*) \geq g_k(x, \xi, y^*) - \delta(x, \xi) \geq 0,$$

implying $y^* \in Y_M(x, \xi)$. Moreover, for all $y^*_M \in Y^*_M(x, \xi)$, we have $f_2(y^*) \geq f_2(y^*_M)$. As $Y_M(x, \xi) \subseteq Y(x, \xi)$, we also have $f_2(y^*) \leq f_2(y^*_M)$, and therefore $f_2(y^*) = f_2(y^*_M)$, implying that $y^* \in Y^*_M(x, \xi)$, so $Y^*_M(x, \xi) \neq \emptyset$. This also implies that if $y^*_1 \in Y^*_M(x, \xi)$ and $y^*_2 \in Y^*(x, \xi)$, then $f_2(y^*_1, \xi) = f_2(y^*_2, \xi)$. As $Y_M(x, \xi) \subseteq Y_M(x, \xi) \subseteq Y(x, \xi)$, we also have $y^*_1 \in Y(x, \xi)$, and therefore $y^*_1 \in Y^*(x, \xi)$. As a consequence, $\emptyset \neq Y^*_M(x, \xi) \subseteq Y^*(x, \xi)$, which completes the proof. \qed
Theorem 3.4. Under Assumptions 3.1, and 3.2, for any \( \epsilon > 0 \), w.p.1, there are integers \( N_0 = N_0(\epsilon) \) and \( M_0 = M_0(\epsilon) \) such that for all \( N \geq N_0 \), and \( \min(M_1, \ldots, M_N) \geq M_0 \), \(|\hat{f}_N(x) - f(x)| \leq \epsilon \) for all \( x \in X \), and \(|\hat{v}_N - v^*| \leq \epsilon \).

Proof. We need to prove that for a given \( \epsilon > 0 \), w.p.1, there are \( N_0(\epsilon), M_0(\epsilon) > 0 \) such that \(|\hat{f}_N(x) - f(x)| \leq \epsilon \) for all \( N \geq N_0(\epsilon) \), all \( M_1, \ldots, M_N \) such that \( \min(M_1, \ldots, M_N) \geq M_0(\epsilon) \), and all \( x \in X \). To prove this, we bound \(|\hat{f}_N(x) - f(x)|\) using a triangle inequality and then bound each term, as follows.

\[
|\hat{f}_N(x) - f(x)| = \left| \frac{1}{N} \sum_{n=1}^{N} \hat{Q}_{M_n}(x, \xi_n) - \mathbb{E}_\xi[Q(x, \xi)] \right| \\
\leq \left| \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) - \mathbb{E}_\xi[Q(x, \xi)] \right| + \left| \frac{1}{N} \sum_{n=1}^{N} \hat{Q}_{M_n}(x, \xi_n) - \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) \right|. \tag{3.15}
\]

To bound the first term in (3.15), note that under Assumption 3.1, \( Q(x, \xi) \) is uniformly bounded for \( \mathbb{P} \)-almost every \( \xi \in \Xi \), so the expectation of \( Q(x, \xi) \) always exists according to the Lebesgue integration. Thus, this part converges to zero when \( N \to \infty \) according to the strong law of large numbers, i.e., w.p.1, there exist \( N_0^0(x, \epsilon) \) such that for all \( N > N_0^0(x, \epsilon) \),

\[
\left| \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) - \mathbb{E}_\xi[Q(x, \xi)] \right| \leq \frac{\epsilon}{2}. \tag{3.16}
\]

Proving the convergence of the second term is more difficult, because \( \hat{Q}_{M_n}(x, \xi) \) may not converge to \( Q(x, \xi) \) uniformly in \( \xi \). To prove it, we partition the sample space \( \Xi \) into four different subsets as follows. We first define \( \overline{\Xi} \subseteq \Xi \) as the set of all scenarios such that Assumptions 3.1 and 3.2 hold for every \( \xi \in \overline{\Xi} \). Assumptions 3.1 and 3.2 imply that \( \mathbb{P}(\xi \in \overline{\Xi} | \xi \in \Xi) = 1 \). We also choose \( \Xi_1, \Xi_2 \) and \( \Xi_3 \) as three subsets of \( \overline{\Xi} \) such that \( \delta(\xi) \) is bounded from below by a positive scalar and the convergence of \( \hat{g}_M \) to \( g \) holds uniformly on \( \Xi_3 \), and for which \( \mathbb{P}[\xi \in \Xi_1 \cup \Xi_2] \) can be arbitrarily small. We describe how to choose these sets in the following.

Since \( \delta(\xi) > 0 \) w.p.1, we have

\[
\lim_{\pi \to 0} \mathbb{P}_\xi[\delta(\xi) \leq \pi] = 0.
\]

Moreover, from Assumption 3.2, we can always choose a mapping \( M_0 : \Xi \times \mathbb{R} \to \mathbb{N} \) such that given \( \xi \in \Xi \) and for any \( \epsilon > 0 \), w.p.1, we have that

\[
|\hat{g}_{kM}(x, \xi, y) - g_k(x, \xi, y)| \leq \epsilon, \tag{3.17}
\]

for all \( y \in Y(x, \xi) \), all \( M > M_0(\xi, \epsilon) \), and \( k \in 1, \ldots, K \). Note that \( M_0(\xi, \epsilon) \) generally depends on \( \xi \) and may be unbounded from above, i.e., we may have \( \sup_{\xi \in \Xi} M_0(\xi, \epsilon) = \infty \). However, we
have
\[ \lim_{M \to \infty} \mathbb{P}_\xi[M_0(\xi, \epsilon) \geq M] = 0. \]

So, there exist \( \pi(\epsilon) > 0 \) and \( M_0^1(\epsilon) > 0 \) such that
\[ \mathbb{P}[\delta(\xi) \leq \pi(\epsilon)] \leq \frac{\epsilon}{6\alpha} \quad \text{and} \quad \mathbb{P}[M_0(\xi, \pi(\epsilon)) \geq M_0^1(\epsilon)] \leq \frac{\epsilon}{6\alpha}, \]
where \( \alpha \) is a constant chosen such that \( \alpha > \sup_{x \in X, y \in Y, \xi \in \Xi} |2f_2(x, \xi, y)| \). We can simply choose \( \alpha = \sup_{x \in X, y \in Y, \xi \in \Xi} |2f_2(x, \xi, y)| + 1 \). Hence, we always have \( |\hat{Q}_{M_n}(x, \xi) - Q(x, \xi)| \) for all \( x \in X, \xi \in \Xi \) and all \( n = 1, \ldots, N \). This \( \alpha \) always exists and is finite because \( f_2 \) is bounded uniformly for every \( \xi \in \Xi \). Let us define
\[
\begin{align*}
\Xi_1 &= \{ \xi \in \Xi : \delta(\xi) \leq \pi(\epsilon) \}, \\
\Xi_2 &= \{ \xi \in \Xi : M_0(\xi, \pi(\epsilon)) \geq M_0^1(\epsilon) \}, \\
\Xi_3 &= \Xi \setminus (\Xi_1 \cup \Xi_2).
\end{align*}
\]

Suppose \( \xi_1, \ldots, \xi_N \in \Xi \), which happens w.p.1. The second part of (3.15) can then be written as
\[
\begin{align*}
&\left| \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) - \frac{1}{N} \sum_{n=1}^{N} \hat{Q}_{M_n}(x, \xi_n) \right| \\
&\leq \frac{1}{N} \sum_{n=1}^{N} \left| Q(x, \xi_n) - \hat{Q}_{M_n}(x, \xi_n) \right| \\
&= \frac{1}{N} \sum_{\xi_n \in \Xi_1 \cup \Xi_2} \left| Q(x, \xi_n) - \hat{Q}_{M_n}(x, \xi_n) \right| + \frac{1}{N} \sum_{\xi_n \in \Xi_3} \left| Q(x, \xi_n) - \hat{Q}_{M_n}(x, \xi_n) \right| \\
&\leq \frac{1}{N} \sum_{n=1}^{N} \alpha \mathbb{I}[\xi_n \in \Xi_1 \cup \Xi_2] + \frac{1}{N} \sum_{\xi_n \in \Xi_3} \left| Q(x, \xi_n) - \hat{Q}_{M_n}(x, \xi_n) \right|. \tag{3.18}
\end{align*}
\]

The term \( \frac{1}{N} \sum_{n=1}^{N} \mathbb{I}[\xi_n \in \Xi_1 \cup \Xi_2] \) is a sample average of \( \mathbb{P}[\xi_n \in \Xi_1 \cup \Xi_2] \). Therefore, based on the strong law of large numbers, w.p.1, there is \( N_0^2(x, \epsilon) \) such that, for all \( N \geq N_0^2(x, \epsilon) \)
\[
\begin{align*}
\frac{1}{N} \sum_{n=1}^{N} \mathbb{I}[\xi_n \in \Xi_1 \cup \Xi_2] &\leq \mathbb{P}[\xi_n \in \Xi_1 \cup \Xi_2] + \frac{\epsilon}{6\alpha} \\
&\leq \mathbb{P}[\xi_n \in \Xi_1] + \mathbb{P}[\xi_n \in \Xi_2] + \frac{\epsilon}{6\alpha} \\
&\leq \frac{\epsilon}{6\alpha} + \frac{\epsilon}{6\alpha} + \frac{\epsilon}{6\alpha} = \frac{\epsilon}{2\alpha}.
\end{align*}
\]

Moreover, as \( \Xi_3 = \{ \xi : \delta(\xi) > \pi(\epsilon), M_0(\xi, \pi(\epsilon)) < M_0^1(\epsilon) \} \), then for any \( \xi \in \Xi_3 \), w.p.1, we have
\[ |\hat{g}_{k,M}(x, \xi, y) - g_k(x, \xi, y)| \leq \pi(\epsilon) < \delta(\xi) \]
for all \( y \in Y(x, \xi) \), all \( M > M_0^1(\epsilon) \), and \( k = 1, \ldots, K \). So, for any \( \xi \in \Xi_3 \), w.p.1, \( \hat{Q}_{M}(x, \xi) = Q(x, \xi) \) for all \( M > M_0^1(\epsilon) \), or equivalently, w.p.1, for all
\[ M_n > M_0^1(\epsilon), \, n = 1, \ldots, N, \text{ we have} \]
\[
\frac{1}{N} \sum_{\{n|\xi_n \in \Xi\}} \left| Q(x, \xi_n) - \hat{Q}_{M_n}(x, \xi_n) \right| = 0 \tag{3.20}
\]
Combining (3.15), (3.18), (3.19) and (3.20) we have, w.p.1, for all \( x \in X \), all \( N > N_0(\epsilon) \) and \( \min\{M_1, \ldots, M_N\} > M_0(\epsilon) \),
\[
\left| \hat{f}_N(x) - f(x) \right| \leq \epsilon, \tag{3.21}
\]
where \( N_0(\epsilon) = \max\{N_1^0(\epsilon), N_2^0(\epsilon)\} \), and \( M_0(\epsilon) = M_1^0(\epsilon) \). By combining this with Lemma 3.2, we obtain that w.p.1, \( |\hat{v}_N - v^*| \leq \epsilon \), for all \( N > N_0(\epsilon) \) and \( \min\{M_1, \ldots, M_N\} > M_0(\epsilon) \).

The next theorem concerns the consistency of the SAA counterpart in terms of first-stage optimal solutions. We show that when the sample sizes are large enough, w.p.1, we can retrieve the true optimal solutions by solving the SAA problem.

**Theorem 3.5.** Under Assumptions 3.1 and 3.2, w.p.1, there are integers \( N_0 \) and \( M_0 \) such that for all \( N \geq N_0 \), and \( \min(M_1, \ldots, M_N) \geq M_0 \), \( X^*_N \subseteq X^* \).

**Proof.** For each \( x \in X \) and \( x \notin X^* \), we have \( f(x) > v^* \), and since \( X \) is finite, there exists some \( \delta > 0 \) such that
\[
|f(x) - v^*| > \eta \quad \text{for all } x \in X \setminus X^*.
\]
In other words, if \( |f(x) - v^*| \leq \eta \), then \( x \in X^* \). Now, given \( \hat{x}_N \in X^*_N \) we have
\[
|f(\hat{x}_N) - v^*| \leq |f(\hat{x}_N) - \hat{f}_N(\hat{x}_N)| + |\hat{f}_N(\hat{x}_N) - v^*|. \tag{3.22}
\]
From Theorem 3.4, w.p.1, there exist \( N_0(\eta) \) and \( M_0(\eta) > 0 \) such that for all \( N \geq N_0(\eta) \), \( M_n \geq M_0(\eta) \) for all \( n = 1, \ldots, N \),
\[
|f(\hat{x}_N) - \hat{f}_N(\hat{x}_N)| \leq \eta/2 \quad \text{and} \quad |\hat{f}_N(\hat{x}_N) - v^*| \leq \eta/2.
\]
Thus, w.p.1, there are \( N_0, M_0 > 0 \) such that for all \( N \geq N_0 \) and \( M_n \geq M_0 \), \( n = 1, \ldots, N \), we have \( |f(\hat{x}_N) - v^*| \leq \eta \) and \( X^*_N \subseteq X^* \).

In summary, we have shown that in the first stage, w.p.1, the optimal decision in the SAA becomes equal to that of the true problem when the number of scenarios and the sample size for each SAA second-stage constraint are large enough. Moreover, for any fixed \( \xi \), we can obtain an optimal solution of the corresponding second stage problem by solving its SAA with large enough sample size.
3.3 Convergence of Large-deviation Probabilities

In this section, we establish large-deviation principles for the optimal value \( \hat{v}_N \) of the SAA, for the true value \( f(\hat{x}_N) \) of an optimal solution \( \hat{x}_N \) of the SAA, and for the probability that any optimal solution to the SAA is an optimal solution of the true problem. That is, we show that for any \( \epsilon > 0 \),

\[
P[|\hat{v}_N - v^*| \leq \epsilon], \quad P[|f(\hat{x}_N) - v^*| \leq \epsilon], \quad P[\emptyset \neq X^*_N \subseteq X^*]
\]

all converge to 1 exponentially fast when \( N \) and the \( M_n \) go to \( \infty \). Recall that in Proposition 3.1 and Example 3.1, we showed that in the second-stage problem, the probability that a SAA second-stage solution is truly optimal approaches one exponentially fast for any given \( \xi \), but this exponential convergence may not hold uniformly in \( \xi \). For this reason, it is difficult to establish the exponential convergence of \( P[X^*_N \subseteq X^*] \) when \( N \) and the \( M_n \) go to infinity.

A standard large-deviation result is that if \( Z_1, \ldots, Z_M \) are i.i.d replicates of a random variable \( Z \) of mean \( \mu \) and variance \( \sigma^2 > 0 \) and whose moment generating function is finite in a neighborhood of zero, then for any \( \epsilon > 0 \) we have (Shapiro, 2003a, Stroock, 1984):

\[
P[\hat{Z}_M - \mu > \epsilon] \leq \exp \left( -\frac{M\epsilon^2}{2\sigma^2} \right) \quad \text{and} \quad P[\hat{Z}_M - \mu < -\epsilon] \leq \exp \left( -\frac{M\epsilon^2}{2\sigma^2} \right). \tag{3.23}
\]

When \( Z \) is bounded, as is the case for \( Z = Q(x, \xi) \) or \( Z \) is given by an indicator function in our setting, its moment generating function is always finite, and we can simply use Hoeffding’s equality (Hoeffding, 1963) to establish large-deviation results. We need the following assumption for \( G \).

**Assumption 3.3.** For \( P \)-almost every \( \xi \in \Xi \), for all \( x \in X \) and \( y \in Y \), the moment-generating function of \( G(x, \xi, y, w) \), i.e. \( \mathbb{E}_w[\exp(tG(x, \xi, y, w))] \), is bounded in a neighborhood of \( t = 0 \).

The next assumption concerns a finite covering property of the support set \( \Xi \) with respect to the function \( G_k(x, \xi, y, w) \), given \( x \in X \), \( y \in Y \) and \( w \in \mathcal{W} \). In other words, we require that it is possible to cover the infinite set \( \Xi \) by a finite number of subsets such that in each subset, the variation of \( G_k(x, \xi, y, w) \), with respect to \( \xi \), is bounded by the size of the subset multiplied by a random variable having a finite moment-generating function. Such an assumption is often made in the stochastic programming literature to establish convergence results with continuous variables (Kim et al., 2015, Shapiro et al., 2014a). In our context, the decision variables \( x \) and \( y \) are discrete, but we need this assumption because the stochastic functions \( G(\cdot) \) also depend on \( \xi \) whose support may be infinite. In particular, a finite covering property holds if \( \Xi \) is compact and \( G_k(x, \xi, y, w) \) is Lipschitz continuous in \( \xi \). We introduce the following assumption under a general setting.

**Assumption 3.4.** There is a measurable function \( \kappa : \mathcal{W} \to \mathbb{R}^+ \) with bounded moment-generating function in a neighborhood of 0 such that for any \( v > 0 \), there are \( H = H(v) < \infty \) non-empty...
sets $\Xi_1, \ldots, \Xi^H$ covering $\Xi$, i.e., $\Xi \subset \bigcup_{h=1}^H \Xi^h$, such that for any $h \in \{1, \ldots, H\}$ and $\mathbb{P}$-almost every $\xi_1$, $\xi_2 \in \Xi^h$, we have

$$|G_k(x, \xi_2, y, w) - G_k(x, \xi_1, y, w)| \leq \kappa(w)v, \ \forall x \in X, \ \forall y \in Y, \ k = 1, \ldots, K.$$  

It is also convenient in our proofs to assume that the number of distinct values in $\{M_1, \ldots, M_N\}$ is bounded uniformly in $N$. This is not really restrictive in practice and will permit us to remove the dependence on $N$ when using the finite coverage Assumption 3.4 to establish an upper bound on the probability

$$\mathbb{P}\left[\frac{1}{N} \sum_{n=1}^N \hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n) > \epsilon\right]$$

for large $N$. Without Assumptions 3.4 and 3.5, we are still able to establish “weaker” large-deviation results; see Theorem 3.7.

**Assumption 3.5.** The number of distinct values in $\{M_1, \ldots, M_N\}$ is bounded uniformly in $N$.

We are now in a position to provide large-deviation bounds for the optimal value of the SAA problem and for the true value of an optimal solution to the SAA.

**Theorem 3.6.** Suppose Assumptions 3.1 to 3.5 hold. Then for any $\epsilon > 0$, there exist positive constants $C_1$, $C_2$, $b_1(\epsilon)$, and $b_2(\epsilon)$ that do not depend on $N$ and the $M_n$, $n = 1, \ldots, N$, such that

$$\mathbb{P}[|\hat{v}_N - v^*| > \epsilon] \leq C_1 \exp[-b_1(\epsilon)N] + C_2 \exp[-b_2(\epsilon)\overline{M}]$$

and

$$\mathbb{P}[|f(\hat{x}_N) - v^*| > \epsilon] \leq C_1 \exp[-b_1(\epsilon)N] + C_2 \exp[-b_2(\epsilon)\overline{M}],$$

where $\hat{x}_N$ is an arbitrary optimal solution to the SAA problem and $\overline{M} = \min_{n=1,\ldots,N} M_n$.

**Proof.** We use again the triangle inequality in (3.15). For any $\epsilon > 0$, we have

$$\mathbb{P}\left[\max_{x \in X} |\hat{f}_N(x) - f(x)| > \epsilon\right] = \mathbb{P}\left[\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N Q_{M_n}(x, \xi_n) - \mathbb{E}[Q(x, \xi)]\right| > \epsilon\right]$$

$$\leq \mathbb{P}\left[\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N \hat{Q}_{M_n}(x, \xi_n) - \frac{1}{N} \sum_{n=1}^N Q(x, \xi_n)\right| + \max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N Q(x, \xi_n) - \mathbb{E}[Q(x, \xi)]\right| > \frac{\epsilon}{2}\right]$$

$$\leq \mathbb{P}\left[\left(\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N (\hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n))\right| > \frac{\epsilon}{2}\right) \cup \left(\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N Q(x, \xi_n) - \mathbb{E}[Q(x, \xi)]\right| > \frac{\epsilon}{2}\right)\right]$$

$$\leq \mathbb{P}\left[\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N (\hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n))\right| > \frac{\epsilon}{2}\right] + \mathbb{P}\left[\max_{x \in X} \left|\frac{1}{N} \sum_{n=1}^N Q(x, \xi_n) - \mathbb{E}[Q(x, \xi)]\right| > \frac{\epsilon}{2}\right]$$

$$\leq \sum_{x \in X} \left(\mathbb{P}\left[\left|\frac{1}{N} \sum_{n=1}^N (\hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n))\right| > \frac{\epsilon}{2}\right] + \mathbb{P}\left[\left|\frac{1}{N} \sum_{n=1}^N Q(x, \xi_n) - \mathbb{E}[Q(x, \xi)]\right| > \frac{\epsilon}{2}\right]\right).$$

(3.24)
Considering the second part of (3.24) and given the fact that \( Q(x, \xi) \) is bounded by the interval \([-\alpha, \alpha]\) for \( \mathbb{P} \)-almost every \( \xi \), where \( \alpha \) is defined as in the proof of Theorem 3.4, we obtain the following from Hoeffding’s inequality (Hoeffding, 1963):

\[
\mathbb{P} \left[ \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) - \mathbb{E}_\xi Q(x, \xi) \right] > \frac{\epsilon}{2} \leq 2 \exp \left( -\frac{N\epsilon^2}{8\alpha^2} \right). \tag{3.25}
\]

As discussed earlier, the convergence in probability of \( \hat{Q}_M(x, \xi) \rightarrow Q(x, \xi) \) does not hold uniformly on \( \Xi \). To deal with this issue, similar to the proof of Theorem 3.4, we divide the support set \( \Xi \) into smaller sub-sets. First, we define \( \bar{\Xi} \) as the set of all scenarios \( \xi \in \Xi \) for which Assumptions 3.1, 3.2 and 3.3 hold. Note that \( \mathbb{P}[\xi \in \bar{\Xi}] = 1 \). We select \( \pi(\epsilon) > 0 \) such that

\[
\mathbb{P}[\delta(\xi) \leq \pi(\epsilon)] \leq \frac{\epsilon}{6\alpha},
\]

where \( \delta(\xi) \) is defined in (3.14). Let also define \( \Xi_1 = \{ \xi \in \bar{\Xi} | \delta(\xi) \leq \pi(\epsilon) \} \), and \( \Xi_2 = \bar{\Xi} \setminus \Xi_1 \). We write the first part of (3.24) as

\[
\mathbb{P} \left[ \frac{1}{N} \sum_{n=1}^{N} \hat{Q}_{Mn}(x, \xi_n) - \frac{1}{N} \sum_{n=1}^{N} Q(x, \xi_n) \right] > \frac{\epsilon}{2} \leq \mathbb{P} \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_1 \cup \Xi_2} \left| \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{2} \right] \leq \mathbb{P} \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_1} \left| \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right] + \mathbb{P} \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} \left| \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right] \leq \mathbb{P} \left[ \frac{1}{N} \sum_{n=1}^{N} \alpha \mathbb{I}[\xi_n \in \Xi_1] > \frac{\epsilon}{4} \right] + \mathbb{P} \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} \left| \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right]. \tag{3.26}
\]

The first term in (3.26) concerns a sample average approximation of \( \alpha \mathbb{P}[\xi \in \Xi_1] \), and we have \( \alpha \mathbb{P}[\xi \in \Xi_1] \leq \epsilon/6 < \epsilon/4 \). Moreover, \( \mathbb{I}[\xi \in \Xi_1] \) only takes values in \{0, 1\}, so by Hoeffding’s inequality we have

\[
\mathbb{P} \left[ \frac{1}{N} \sum_{n=1}^{N} \mathbb{I}[\xi_n \in \Xi_1] > \frac{\epsilon}{4\alpha} \right] \leq \exp \left( -\frac{N\epsilon^2}{72\alpha^2} \right) \tag{3.27}
\]

For the second term of (3.26), we have

\[
\mathbb{P} \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} \left| \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right] \geq \mathbb{P} \left[ \hat{Q}_{Mn}(x, \xi_n) - Q(x, \xi_n) = 0, \forall \xi_n \in \Xi_2, n = 1, \ldots, N \right] \geq \mathbb{P} \left[ \left| \hat{g}_{kM}(\xi, y) - g_k(x, \xi, y) \right| \leq \delta(\xi), \forall \xi \in \Xi_2, \forall y \in Y, k = 1, \ldots, K \right] \geq \mathbb{P} \left[ \left| \hat{g}_{kM}(\xi, y) - g_k(x, \xi, y) \right| \leq \pi(\epsilon), \forall \xi \in \Xi_2, \forall y \in Y, k = 1, \ldots, K \right],
\]
where $M(\xi)$ is a mapping from $\Xi$ to $\mathbb{N}^+$ such that $M(\xi_n) = M_n$, $n = 1, \ldots, N$, and we assume that $M(\xi) = \overline{M}$ for all $\xi \neq \xi_n$, $n = 1, \ldots, N$. Moreover, as the number of distinct values in $\{M_1, \ldots, M_N\}$ is bounded uniformly, there exists $T \in \mathbb{N}^+$ that is independent of $N$ and $T$ values \{\mathcal{M}_1, \ldots, \mathcal{M}_T\} such that $M(\xi) \in \{\mathcal{M}_1, \ldots, \mathcal{M}_T\}$ for all $\xi \in \Xi$. Hence, we have

$$
P \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} \left| \hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right]
\leq P \left[ \exists (\xi, y, k) \mid \xi \in \Xi_2, y \in Y, k \in \{1, \ldots, K\}, \left| \hat{g}_{kM(\xi)}(x, \xi, y) - g_k(x, \xi, y) \right| > \pi(\epsilon) \right]
\leq \sum_{y \in Y} \sum_{k=1}^{K} \sum_{t=1}^{T} P \left[ \sup_{\xi_k \Xi_2} \left| \hat{g}_{kM(\xi)}(x, \xi, y) - g_k(x, \xi, y) \right| > \pi(\epsilon) \right].
\quad (3.28)
$$

Basically, given a scenario $\xi \in \Xi_2$, we bound the probability $P[|\hat{g}_{kM(\xi)}(x, \xi, y) - g_k(x, \xi, y)| > \pi(\epsilon)]$ using LD theory. So, the probability $P[\sup_{\xi \Xi_2} |\hat{g}_{kM(\xi)}(x, \xi, y) - g_k(x, \xi, y)| > \pi(\epsilon)]$ can be bounded using LD theory if $|\Xi_2|$ is finite. If $|\Xi_2|$ is infinite, we use a discretization technique over set $\Xi_2$ as in the following.

Under Assumption 3.4, if we define $\Xi_2^h = \Xi_2 \cap \Xi^h$, $h = 1, \ldots, H$, then for $P$-almost every $\xi, \xi_1 \in \Xi_2^h$ and for all $x \in X$, $y \in Y$, $k \in \{1 \ldots, K\}$, we have

$$
|G_k(x, \xi, y, w) - G_k(x, \xi_1, y, w)| \leq \kappa(w)\nu.
$$

For each set $\Xi_2^h$, $h = 1, \ldots, H$, we choose a representative point $\tilde{\xi}_h \in \Xi_2^h$ such that for $P$-almost every $\xi \in \Xi_2^h$ and for all $x \in X$, $y \in Y$, $k \in \{1 \ldots, K\}$, we have

$$
|G_k(x, \xi, y, w) - G_k(x, \tilde{\xi}_h, y, w)| \leq \kappa(w)\nu.
$$

We also define the corresponding mapping $h(\xi) = \tilde{\xi}_h$ if $\xi \in \Xi_2^h$. We have the following inequality

$$
|\hat{g}_{kM}(x, \xi, y) - g_k(x, \xi, y)| \leq |\hat{g}_{kM}(x, \xi, y) - \hat{g}_{kM}(x, h(\xi), y)|
+ |\hat{g}_{kM}(x, h(\xi), y) - g_k(x, h(\xi), y)| + |g_k(x, h(\xi), y) - g_k(x, \xi, y)|.
\quad (3.29)
$$

Here, we assume that $\hat{g}_{kM}(x, \xi, y)$ and $\hat{g}_{kM}(x, h(\xi), y)$ are computed by the same set of realizations of $w$. We also have $\hat{g}_{kM}(x, \xi, y) - \hat{g}_{kM}(x, h(\xi), y)$ is a SAA of $g_k(x, \xi, y) - g_k(x, h(\xi), y)$,
therefore, for \( \mathbb{P} \)-almost every \( \xi \in \Xi^h_2 \) we can write

\[
|\hat{g}_{KM}(x, \xi, y) - \hat{g}_{KM}(x, h(\xi), y)| = \frac{1}{M} \left| \sum_{m=1}^{M} \left( G_k(x, \xi, y, w_m) - G_k(x, h(\xi), y, w_m) \right) \right|
\leq \frac{1}{M} \sum_{m=1}^{M} |G_k(x, \xi, y, w_m) - G_k(x, h(\xi), y, w_m)|
\leq \frac{1}{M} \sum_{m=1}^{M} \kappa(w_m)v.
\]

So, for \( \mathbb{P} \)-almost every \( \xi \in \Xi^h_2 \),

\[
|\hat{g}_{KM}(x, \xi, y) - \hat{g}_{KM}(x, h(\xi), y)| \leq \hat{\kappa}_M v, \tag{3.30}
\]

where \( \hat{\kappa}_M = M^{-1} \sum_{m=1}^{M} \kappa(w_m) \) is a sample average version of \( \mathbb{E}_w[\kappa(w)] \). We also have that, for \( \mathbb{P} \)-almost every \( \xi \in \Xi^h_2 \),

\[
|g_k(x, \xi, y) - g_k(x, h(\xi), y)| \leq \mathbb{E}_w[\kappa(w)]v. \tag{3.31}
\]

From the assumption that the moment-generating function of \( \kappa(w) \) is finite valued in a neighborhood of 0, we have \( \mathbb{E}_w[\kappa(w)] \) is finite. We define \( L_\kappa = \mathbb{E}_w[\kappa(w)] \). From (3.31) we have

\[
|g_k(x, \xi, y) - g_k(x, h(\xi), y)| \leq L_\kappa v \text{ for } \mathbb{P} \text{-almost every } \xi \in \Xi^h_2.
\]

Thus, for \( \mathbb{P} \)-almost every \( \xi \in \Xi^h_2 \), we have

\[
|\hat{g}_{KM}(x, \xi, y) - g_k(x, \xi, y)|
\leq |\hat{g}_{KM}(x, \xi, y) - \hat{g}_{KM}(x, h(\xi), y)| + |\hat{g}_{KM}(x, h(\xi), y) - g_k(x, h(\xi), y)|
\leq \hat{\kappa}_M v + |\hat{g}_{KM}(x, h(\xi), y) - g_k(x, h(\xi), y)| + L_\kappa v.
\]

Let us return to the evaluation of (3.28). If we set \( v = \pi(\epsilon)/(4L_\kappa) \), then from (3.29), (3.30) and (3.31), we have

\[
\mathbb{P} \left[ \sup_{\xi \in \Xi^h_2} |\hat{g}_{KM}(x, \xi, y) - \mathbb{E}[G_k(x, \xi, y)]| > \pi(\epsilon) \right]
\leq \mathbb{P} \left[ \max_{h=1,\ldots,H} |\hat{g}_{KM}(x, \bar{\xi}_h, y) - g_k(x, \bar{\xi}_h, y)| > \frac{\pi(\epsilon)}{3} \right]
\leq \mathbb{P} \left[ \max_{h=1,\ldots,H} \hat{\kappa}_{M_h} > \frac{\pi(\epsilon)}{3} \right] + \mathbb{P} \left[ L_\kappa v > \frac{\pi(\epsilon)}{3} \right]
\leq \sum_{h=1}^{H} \left( \mathbb{P} \left[ |\hat{g}_{KM}(x, \bar{\xi}_h, y) - g_k(x, \bar{\xi}_h, y)| > \frac{\pi(\epsilon)}{3} \right] + \mathbb{P} \left[ \hat{\kappa}_{M_h} > \frac{4L_\kappa}{3} \right] \right). \tag{3.32}
\]
The first part of (3.32) can be handled using LD theory, i.e., under Assumption 3.3 and using (3.23), we obtain
\[ P \left[ \hat{g}_{k,M_t}(x, \hat{\xi}_h, y) - g_k(x, \hat{\xi}_h, y) \bigg| \pi(\epsilon) > \frac{\pi(\epsilon)}{3} \right] \leq 2 \exp \left( \frac{-M_\pi \pi^2(\epsilon)}{18\sigma_g^2} \right) \leq 2 \exp \left( \frac{-M_\pi \pi^2(\epsilon)}{18\sigma_g^2} \right), \tag{3.33} \]
where \( \sigma_g^2 = \text{sup}_{x,y,k,\xi} \text{Var}_w[G_k(x, \xi, y, w)] \). For the second part of (3.32), using again LD theory we obtain
\[ P \left[ \hat{\kappa}_{h,M_t} > \frac{4L_\kappa}{3} \right] \leq \exp \left( \frac{-M_\kappa L_\kappa^2}{18\kappa^2} \right), \tag{3.34} \]
where \( \sigma_\kappa^2 = \text{Var}_w[\kappa(w)] \). Combining (3.33) and (3.34), we have
\[ P \left[ \sup_{\xi \in \Xi_2} \left| \hat{g}_{k,M_t}(x, \xi, y) - g_k(x, \xi, y) \right| > \pi(\epsilon) \right] \leq H \left( 2 \exp \left( \frac{-M_\pi \pi^2(\epsilon)}{18\sigma_g^2} \right) + \exp \left( \frac{-M_\kappa L_\kappa^2}{18\kappa^2} \right) \right), \tag{3.35} \]
and, from (3.28),
\[ P \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} \left| \hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n) \right| > \frac{\epsilon}{4} \right] \leq \kappa |Y| \kappa |H| \kappa T \left( 2 \exp \left( \frac{-M_\pi \pi^2(\epsilon)}{18\sigma_g^2} \right) + \exp \left( \frac{-M_\kappa L_\kappa^2}{18\kappa^2} \right) \right). \]
Combining (3.26), (3.27) and (3.35), we have
\[ P \left[ \max_{x \in X} \left| \hat{f}_N(x) - f(x) \right| > \epsilon \right] \]
\[ \leq 2|X| \exp \left( \frac{-N\epsilon^2}{8\alpha^2} \right) + |X| \exp \left( \frac{-N\epsilon^2}{72\alpha^2} \right) \]
\[ + |X| |Y| \kappa |H| \kappa T \left( 2 \exp \left( \frac{-M_\pi \pi^2(\epsilon)}{18\sigma_g^2} \right) + \exp \left( \frac{-M_\kappa L_\kappa^2}{18\kappa^2} \right) \right). \]
Along with (3.24) and (3.25), this leads to
\[ P \left[ \max_{x \in X} \left| \hat{f}_N(x) - f(x) \right| \leq \epsilon \right] \geq 1 - C_1 \exp(-N_1(\epsilon)) - C_2 \exp(-\overline{M}b_2(\epsilon)). \tag{3.36} \]
Combining this result with Lemma 3.2, we also have
\[ P \left[ \left| \hat{v}_N - v^* \right| \leq \epsilon \right] \geq 1 - C_1 \exp(-N_1(\epsilon)) - C_2 \exp(-\overline{M}b_2(\epsilon)) \]
and this completes the proof.

In the next theorem we relax assumptions Assumptions 3.4 and 3.5 (finite coverage and bounded number of distinct values for the $M_n$), and prove a weaker results under the remaining assumptions. Note that there is now an extra $\ln N$ in the exponent of the second exponential.

**Theorem 3.7.** Suppose that Assumptions 3.1, 3.2, and 3.3 hold. Given $\epsilon > 0$, there are positive constants $C_1, b_1(\epsilon)$, $C_2, b_2(\epsilon)$ such that

$$
P \left[ ||\hat{v}_N - v^*|| > \epsilon \right] \leq C_1 \exp(-b_1(\epsilon)N) + C_2 \exp(-b_2(\epsilon)\overline{M} + \ln N)$$

and

$$
P \left[ ||\hat{f}(\hat{x}_N) - v^*|| > \epsilon \right] \leq C_1 \exp(-b_1(\epsilon)N) + C_2 \exp(-b_2(\epsilon)\overline{M} + \ln N)$$

where $\overline{M} = \min_{n=1,\ldots,N} M_n$, and $\hat{x}_N$ is an optimal solution to the SAA problem.

**Proof.** We use the same notation and definitions as in the proof of Theorem 3.6. However, instead of using a discretization technique for the support set $\Xi_2$, we just consider (3.26) and derive the following inequalities

$$
P \left[ \frac{1}{N} \sum_{\xi_n \in \Xi_2} |\hat{Q}_{M_n}(x, \xi_n) - Q(x, \xi_n)| > \frac{\epsilon}{4} \right]$$

$$
\leq \sum_{\xi_n \in \Xi_2} \sum_{n=1,\ldots,N} \sum_{y \in Y} \sum_{k=1}^K \left[ \left| \hat{g}_{kM_n}(x, \xi_n, y) - g_k(x, \xi_n, y) \right| > \delta(\xi_n) \right]$$

$$
\leq 2Nk|Y| \exp \left( \frac{-\overline{M} \pi^2(\epsilon)}{2\sigma_g^2} \right) = 2k|Y| \exp \left( \frac{-\overline{M} \pi^2(\epsilon)}{2\sigma_g^2} + \ln N \right).$$

And similarly to the proof of Theorem 3.6 we also have

$$
P \left[ \max_{x \in X} |\hat{f}_N(x) - f(x)| > \epsilon \right]$$

$$
\leq 2|X| \exp \left( \frac{-N\epsilon^2}{8\alpha^2} \right) + |X| \exp \left( \frac{-N\epsilon^2}{72\alpha^2} \right)$$

$$
+ 2|X||Y|k \exp \left( \frac{-\overline{M} \pi^2(\epsilon)}{2\sigma_g^2} + \ln N \right).$$

(3.37)
We complete the proof by selecting $C_1 = 3|X|$, $b_1(\epsilon) = \epsilon^2/(72\alpha^2)$, $C_2 = 2|X||Y|K$, and $b_2(\epsilon) = \pi^2(\epsilon)/(2\sigma^2)$, and using Lemma 3.2.

Although Theorem 3.7 is “weaker” than Theorem 3.6 due to the term $\ln N$, if $\overline{M}$ increases at least as fast as $N$, for instance if $\overline{M} \geq N$, we have that $(\ln N)/\overline{M} \to 0$ when $N \to \infty$, meaning that we can neglect the term $\ln N$ when $N$ and $\overline{M}$ are large enough. Formally speaking, there are $N_0 > 0$ and $b_2' < b_2$ such that for all $\overline{M} > N > N_0$, we have that $-\overline{M}b_2 + \ln N < -\overline{M}b_2'$. This means that, without Assumption 3.4 and 3.5, we still obtain bounds that converge at the same (asymptotic) rates as in Theorem 3.6 when $\overline{M}$ and $N$ are large enough.

The next theorem tells us that with a probability that converges to 1 exponentially fast in $N$ and $M$, the SAA has a non-empty set of optimal solutions and each one is also an optimal (feasible) solution for the true problem. The proof is based on the the results of Theorems 3.6 and 3.7, and uses the fact that the set of first-stage feasible solutions is finite.

**Theorem 3.8.** If Assumptions 3.1 to 3.5 hold, there exist positive constants $C_1$, $b_1$, $C_2$, and $b_2$, such that

$$
P[\emptyset \neq X_N^* \subseteq X^*] \geq 1 - C_1 \exp(-b_1 N) - C_2 \exp(-b_2 \overline{M}),$$

where $\overline{M} = \min_{n=1,\ldots,N} M_n$. If Assumptions 3.1 to 3.3 hold, there exist positive constants $C_1$, $b_1$, $C_2$, and $b_2$, such that

$$
P[\emptyset \neq X_N^* \subseteq X^*] \geq 1 - C_1 \exp(-b_1 N) - C_2 \exp(-b_2 \overline{M} + \ln N).$$

**Proof.** Under the Assumption 3.1, $X_N^*$ is not empty, and since $|X|$ is finite, there always exits $\rho > 0$ such that

$$|f(x) - v^*| > \rho,$$

for all $x \in X \setminus X^*$, \hfill (3.38)

where $\rho$ can be chosen such that $0 < \rho < \min_{x \in X \setminus X^*} |f(x) - v^*|$. In other words, if $x \in X$ such that $|f(x) - v^*| \leq \rho$ then $x \in X^*$. Now, using the inequality in (3.22) and Lemma 3.2 we have

$$
P[X_N^* \subseteq X^*] \geq \mathbb{P} [\max_{x \in X} |\hat{f}_N(x) - f(x)| \leq \rho/2].$$

Moreover, under Assumptions 3.1 to 3.5, using (3.36) we have that there are positive constants $C_1, C_2, b_1$, and $b_2$ such that

$$
P \left[ \max_{x \in X} |\hat{f}_N(x) - f(x)| > \rho/2 \right] \leq C_1 \exp(-Nb_1) + C_2 \exp(-\overline{M}b_2).$$
If only Assumptions 3.1, 3.2, and 3.3 hold, we use (3.37) to obtain that there exist positive constants $C_1, C_2, b_1,$ and $b_2$ such that

$$
\Pr \left[ \max_{x \in X} \left| \hat{f}_N(x) - f(x) \right| > \frac{\rho}{2} \right] \leq C_1 \exp(-Nb_1) + C_2 \exp(-Mb_2 + \ln N).
$$

This completes the proof.

Theorems 3.6, 3.7, and 3.8 do not tell us explicitly how large $N$ and $M_n$ must be for the probability of getting an exact optimal solution to exceed a given target value. The next result provides such explicit sufficient conditions.

**Corollary 3.9. (Sample size estimates)**

Suppose Assumptions 3.1 to 3.5 hold. We have that $P [X_N \subseteq X^*] \geq 1 - \beta$ if

$$
N \geq \left( \frac{288\sigma^2}{\rho^2} \right) \ln \left( \frac{6|X|}{\beta} \right)
$$

and

$$
M_n \geq \max \left\{ \frac{18\sigma^2}{\pi^2(\rho/2)}, \frac{18\sigma^2}{L^2} \right\} \ln \left( \frac{6|X||Y|KHT}{\beta} \right), \quad n = 1, \ldots, N.
$$

If only Assumptions 3.1 to 3.3 hold, we have the following sufficient values:

$$
N \geq \left( \frac{288\sigma^2}{\rho^2} \right) \ln \left( \frac{6|X|}{\beta} \right)
$$

and

$$
M_n \geq \frac{2\sigma^2}{\pi^2(\rho/2)} \ln \left( \frac{4|X||Y|KN}{\beta} \right), \quad n = 1, \ldots, N.
$$

These sufficient conditions on $N$ and the $M_n$ are probably too conservative and difficult to compute to provide practical concrete numbers, but they provide insight by showing that $N$ depends logarithmically on the size of the feasible set $X$ and on the tolerance probability $\beta$, while $M$ depends logarithmically on the sizes of the feasible sets $X$ and $Y$ as well as the tolerance $\beta$.

### 3.4 Illustration with a Staffing Optimization Problem

In this section we illustrate consistency on of the SAA approach on the call center staffing application mentioned in the introduction. In the first stage, the arrival rate is assumed uncertain with some prior continuous distribution, then in the second stage some additional information is revealed that changes this distribution. We first formulate the problem and show how it fits our framework. Then we give numerical illustrations.
3.4.1 A Two-stage Staffing Problem with Chance Constraints

We consider a multiskill call center with $K$ call types (numbered from 1 to $K$), and $I$ agent groups (numbered from 1 to $I$). Agents within each group $i$ are assumed to be homogeneous and can answer the same set of call types. Each group can handle a specific set of call types, which are not disjoint. The calls are assigned to agents by a router. The staffing vector is $z = (z_1, \ldots, z_I)^T$, where $z_i$ is the number of agents in group $i$. To keep the present example simpler, we consider a single time period, which we call a “day.”

For a “random” day, the arrival process for call type $k$ is assumed to be time-homogeneous Poisson with rate $\Lambda_k$ for the entire day, for each $k$, where $\Lambda = (\Lambda^1, \ldots, \Lambda^K)$ is a random vector, and we assume that these $K$ Poisson processes are independent. We also suppose that several days in advance, in the first stage, $\Lambda$ has a prior distribution which corresponds to some initial distributional forecast. At a later time (the second stage), the distributional forecast is updated, which means that $\Lambda$ has a new distribution, typically with less uncertainty (smaller variance) but not necessarily. To fit our setting, we assume that $\xi$ is a parameter of the distribution of $\Lambda$. Before stage 1, $\xi$ is unknown but we know its probability distribution. At stage 2, we know $\xi$, but we may not know yet $\Lambda$.

Given the staffing vector $z$, let $S_k(z) = S_k(z, w)$ be the service level (SL) of call type $k$ during the day, defined as the proportion of all calls that are answered within $\tau_k$ seconds, and let $S_0(z) = S_0(z, w)$ be the aggregate SL of the day over all calls, which is the proportion of all calls answered within $\tau_0$ seconds. All of these are random variables whose distributions depend on the staffing $z$ and are also functions of the random element $w$, which represents the randomness that remains after $z$ and $\xi$ are known. Our stochastic constraints at the second stage will be the following chance constraints on the SLs:

$$\mathbb{P}[S_k(z) \geq l_k] \geq 1 - \pi_k, \quad 0 \leq k \leq K, \quad (3.39)$$

where the probability is with respect to $w$, and for each $k$, $l_k$ is a given SL target and $\pi_k$ is a risk threshold which represents the maximum acceptable value for the probability of missing the SL target for call type $k$. Note that each constraint in (3.39) can be rewritten in the form (3.2) as $\mathbb{E}[\mathbb{I}[S_k(z) \geq l_k]] + \pi_k - 1 \geq 0$, where $\mathbb{I}[-]$ is the indicator function.

In the first stage, the manager must select an initial staffing $x = (x_1, \ldots, x_I)^T$, at the corresponding cost per agent of $c = (c_1, \ldots, c_I)^T$, based on an initial forecast that gives a prior distribution for $\xi$. In the second stage, the realization of $\xi$ becomes available, which provides an updated distributional forecast of the arrival rate, and the manager can modify the initial staffing $x$ by adding or removing agents at some penalty costs. More specifically, given $\xi$, the manager can add $r_i^+(\xi)$ extra agents to group $i$ at cost $c_i^+ > c_i$ per agent, or remove $r_i^-(\xi) \leq x_i$ agents in group $i$ and save $c_i^-$ per agent, where $0 \leq c_i^- < c_i$. After this recourse,
the new number of agents in group \(i\) is \(z_i(\xi) = x_i + r_i^+(\xi) - r_i^-(\xi)\). Let \(c, c^+, c^-\), and \(z(\xi)\) be the vectors with components \(c_i, c_i^+, c_i^-\), and \(z_i(\xi)\), respectively. We define the recourse vectors as \(r^+(\xi) = (r_1^+(\xi), \ldots, r_I^+(\xi))^T\) and \(r^-(\xi) = (r_1^-(\xi), \ldots, r_I^-(\xi))^T\). The cost of the recourse \(y = (r^+(\xi), r^-(\xi))\) is \(f_2(x, \xi, y) = (c^+)^T r^+(\xi) - (c^-)^T r^-(\xi)\). The realized staffing used for the day is \(z = z(\xi)\). The corresponding two-stage staffing problem can be written as

\[
\begin{aligned}
\min_{x \in X} & \quad c^T x + E_\xi \{ Q(x, \xi) \}, \\
\text{subject to} & \quad x + r^+(\xi) - r^-(\xi) = z(\xi), \\
& \quad \mathbb{P}[S_k(z(\xi)) \geq l_k] \geq 1 - \pi_k, \quad k = 0, \ldots, K, \\
& \quad 0 \leq r_i^-(\xi) \leq x_i, \quad i = 1, \ldots, I, \\
& \quad r^+(\xi), r^-(\xi) \geq 0 \text{ and integer.}
\end{aligned}
\]

(P3.4)

In (P4), \(X\) is the set of initial staffing vectors that the manager can select at the first stage, and \(Y\) is a set of possible corrections at the second stage. Some assumptions must be made here to make sure that Assumptions 3.1 and 3.2 are satisfied. First, we assume that the arrival rate vector \(\Lambda\) has a continuous distribution and an upper bound vector \(\bar{\Lambda} = (\bar{\Lambda}^1, \ldots, \bar{\Lambda}^K)\), i.e., \(\sup_{\xi \in \Xi} \Lambda^k(\xi) \leq \bar{\Lambda}^k\), and that there is at least one solution \(x \in X\) large enough to satisfy all the SL constraints whenever \(\Lambda \leq \bar{\Lambda}\). Moreover, as the arrival rates are bounded, there exists \(\bar{x} \in \mathbb{N}^I\) such that \(\mathbb{P}[S_k(z) \geq l_k] \geq 1 - \pi_k, \forall z \geq \bar{x}, \ k = 1, \ldots, K\). Then, it is sufficient to choose \(X = \{x \in \mathbb{N}^I \mid 0 \leq x \leq \bar{x}\}\), and \(Y = \{y = (r^+, r^-) \in \mathbb{N}^{2I} \mid \min\{r^+, r^-\} = 0 \text{ and } \max\{r^+, r^-\} \leq \bar{x}\}\).

We also choose \(A(x, \xi) = \{(r^+, r^-) \in Y \mid x + r^+ \leq \bar{x} \text{ and } x - r^- \geq 0\}\). Indeed, \(X\) and \(Y\) are finite. Furthermore, the objective at the first stage is \(f_1(x) = c^T x\) and at the second stage is \(f_2(x, \xi, y) = (c^+)^T r^+ - (c^-)^T r^-\). Since \(X\) and \(Y\) are finite, \(f_1(.)\) and \(f_2(.)\) are also bounded.

For Assumption 3.2, here we have \(g(x, \xi, y) = \mathbb{P}[S_k(z) \geq l_k] + \pi_k - 1\). Note that for any fixed \(\Lambda\), the SL \(S_k(z)\) has a discrete distribution over the rational numbers (the SL is always a ratio of integers). Given that the arrival processes are time-homogeneous Poisson with rate \(\Lambda\), one can write the probability \(\mathbb{P}[S_k(z) \geq l_k \mid \Lambda]\) as an infinite sum of continuous functions of \(\Lambda\), and from this one can prove that \(\mathbb{P}[S_k(z) \geq l_k \mid \Lambda]\) is also continuous in \(\Lambda\) (see Proposition 3.10). Then, under the assumption that the prior distribution of \(\Lambda\) is continuous, the a priori probability that \(g(x, \xi, y) = 0\) is zero.

**Proposition 3.10.** Given a vector of staffing \(z\), the function \(h_k(\Lambda) = \mathbb{P}[S_k(z) \geq l_k \mid \Lambda]\) is a continuous function of \(\Lambda\).

**Proof.** Let denote the number of calls as the vector \(C = (C_1, \ldots, C_K)\) where \(C_k\) is the number of arrival calls of call type \(k\). As the arrival process for call type \(k\) is time-homogeneous Poisson
with rate $\Lambda^k$, we can write the probability that the service level is at least some values as

$$h_k(\Lambda) = \mathbb{P}[S_k \geq l_k \mid \Lambda]$$

$$= \sum_{r=0}^{\infty} \sum_{|c| = r} \mathbb{P}[S_k \geq l_k \mid C = c] \mathbb{P}[C = c \mid \Lambda]$$

$$= \sum_{r=0}^{\infty} \sum_{|c| = r} \alpha_c \mathbb{P}[C = c \mid \Lambda]$$

(3.40)

where $c = (c_1, \ldots, c_K)$, $|c|_1 = \sum_{k=1}^{K} |c_k|$, and $\alpha_c = \mathbb{P}[S_k \geq l_k \mid C = c] \leq 1$. Moreover, each term $\mathbb{P}[C = c \mid \Lambda^k]$ is a continuous function with respect to $\Lambda^k$. So, $\mathbb{P}[C = c \mid \Lambda]$ is also a continuous function with respect to $\Lambda$, and $h_k(\Lambda)$ can be written as an infinite sum of continuous functions.

From the definition of continuity, $h_k(\Lambda)$ is continuous if for any $\Lambda_0$, and for any $\delta > 0$, there exists $\epsilon_1 > 0$ such that for all $\Lambda$ satisfies $\|\Lambda - \Lambda_0\| \leq \epsilon_1$, we always have

$$|h_k(\Lambda) - h_k(\Lambda_0)| \leq \delta,$$

(3.41)

where $\|\cdot\|$ is the Euclidean norm.

To prove the continuity of $h_k(\Lambda)$, as $\lim_{t \to \infty} \mathbb{P}[C_k > t] = 0$, we first have that, given any $\delta > 0$, there always exists $t_1 > 0$ large enough such that

$$\sum_{c \in \mathbb{N}^K \mid c_k > t_1, k = 1, \ldots, K} \alpha_c \mathbb{P}[C = c \mid \Lambda] \leq \sum_{c \in \mathbb{N}^K \mid c_k > t_1, k = 1, \ldots, K} \mathbb{P}[C = c \mid \Lambda] = \prod_{k=1}^{K} \mathbb{P}[C_k > t_1 | \Lambda] \leq \frac{\delta}{4}. \tag{3.42}$$

Moreover, one can show that there exists $t_2 > 0$ such that for all $c_k > t_2$, $k = 1, \ldots, K$, the function $\mathbb{P}[C_k = c_k | \Lambda^k]$ is monotonically increasing with respect to $\Lambda^k$. This can be verified by considering the first-order derivative of $\mathbb{P}[C_k = c_k | \Lambda^k]$ with respect to $\Lambda^k$

$$\frac{\partial \mathbb{P}[C_k = c_k \mid \Lambda^k]}{\partial \Lambda^k} = \frac{(\Lambda^k)^{c_k - 1}}{(c_k - 1)!} e^{-\Lambda^k} - \frac{(\Lambda^k)^{c_k}}{(c_k)!} e^{-\Lambda^k} = (\Lambda^k)^{c_k - 1} \frac{1 - \Lambda^k}{c_k}, \tag{3.43}$$

which is positive if $1 - \Lambda^k/c_k > 0$. Since $1 - \Lambda^k/c_k \geq 1 - \bar{\Lambda}/c_k$, it suffices to take $t_2 \geq \bar{\Lambda}$. Combine (3.42) and (3.43), and by choosing $t_0 = \max\{t_1, t_2\}$ we obtain

$$\sum_{c \in \mathbb{N}^K \mid c_k > t_0, k = 1, \ldots, K} \alpha_c \mathbb{P}[C = c \mid \Lambda] \leq \sum_{c \in \mathbb{N}^K \mid c_k > t_0, k = 1, \ldots, K} \alpha_c \mathbb{P}[C = c \mid \bar{\Lambda}] \leq \frac{\delta}{4}, \text{ for all } \Lambda \leq \bar{\Lambda}. \tag{3.44}$$
Define
\[ T_k(\Lambda) = \sum_{c_k \in [0, t_0]} \alpha_c \mathbb{P}[C = c | \Lambda] \text{ and } H_k(\Lambda) = \sum_{c_k > t_0} \alpha_c \mathbb{P}[C = c | \Lambda]. \]

We then can write \( h_k(\Lambda) = T_k(\Lambda) + H_k(\Lambda) \), noting that \( T_k(\Lambda) \) is a finite sum of continuous functions, so \( T_k(\Lambda) \) is continuous. We are now ready to prove (3.41). Consider the following triangle inequality
\[ |h_k(\Lambda) - h_k(\Lambda_0)| \leq |T_k(\Lambda) - T_k(\Lambda_0)| + |H_k(\Lambda) - H_k(\Lambda_0)|. \] (3.45)
As \( T_k(\Lambda) \) is a continuous function, for any \( \delta > 0 \), there exists \( \epsilon_2 \) such that \( |T_k(\Lambda) - T_k(\Lambda_0)| \leq \frac{\delta}{2} \), for all \( \Lambda \) satisfies \( ||\Lambda - \Lambda_0|| \leq \epsilon_2 \). Let \( \epsilon = \max\{\epsilon_1, \epsilon_2\} \), then from (3.44) and (3.45), we obtain
\[ |h_k(\Lambda) - h_k(\Lambda_0)| \leq \frac{\delta}{2} + |H_k(\Lambda)| + |H_k(\Lambda_0)| \leq \delta, \]
proving (3.41).

Thus, our example satisfies all the assumptions for the consistency of the SAA. Assumption 3.4 is harder to verify and may not always hold in our call center example, as the SL \( S_k(z) \) is a ratio of two integers and can take an infinite number of rational values. However, even without Assumption 3.4, we still have the weaker LD result of Theorem 3.7.

For the SAA problem, let \( r^+_n = r^+(\xi_n) \), \( r^-_n = r^-(\xi_n) \) and \( z_n = z(\xi_n) \) denote the recourse and final staffing vectors for scenario \( n \), we can formulate the SAA problem as

\[ \begin{align*}
\text{(P3.5)} \\
\min & \quad c^T x + \frac{1}{N} \sum_{n=1}^{N} [\,(c^+)^T r^+_n - (c^-)^T r^-_n]\ \\
\text{subject to} & \quad x + r^+_n - r^-_n = z_n, \quad n = 1, \ldots, N, \\
& \quad \frac{1}{M_n} \sum_{m=1}^{M_n} \mathbb{I}[\hat{S}_k^m(z_n) \geq l_k] \geq 1 - \pi_k, \quad k = 0, \ldots, K, \quad n = 1, \ldots, N \\
& \quad 0 \leq r^-_n \leq x, \quad n = 1, \ldots, N \\
& \quad x, r^+_n, r^-_n \geq 0 \text{ and integer, } \quad n = 1, \ldots, N,
\end{align*} \]

where \( \hat{S}_k^m(z_n) \) is the SL of call type \( k \) (the aggregated SL if \( k = 0 \)) in the \( m \)-th second-stage simulation for scenario \( n \). The SAA problem above can be solved by a simulation-based cutting plane method proposed in Chan et al. (2016). The main idea of this algorithm is to replace the chance constraints by linear cuts and solve the resulting mixed integer linear programming by a linear solver such as CPLEX.
3.4.2 Numerical Experiments

Here we report a numerical experiment to illustrate the consistency of the SAA estimator, with a small example. Numerical experiments with larger examples are presented in Ta et al. (2018a).

We consider a call center with $K = 2$ call types and $I = 2$ agent groups, with $S_1 = \{1\}$ and $S_2 = \{1, 2\}$. The cost per agent in Stage 1 is $c_1 = 1$ and $c_2 = 1.1$. The recourse costs are $c_i^+ = 2c_i$ and $c_i^- = 0.5c_i$, for $i = 1, 2$. We assume that for the two call types, (i) each caller abandons with probability 0.02 if it has to wait, (ii) patience times (for those who do not abandon immediately on arrival) are exponential with means 10 and 6 minutes, (iii) the service times are exponential with means 10 and 7.5 minutes.

The arrival rate for call type $k$ is $\Lambda_k = \xi_k \beta_k$, where $\beta_k$ is a random busyness factor for the day, which follows a symmetric triangular distribution with mean and mode 1, minimum 0.8, and maximum 1.2, while $\xi_k$ is an independent random factor having a truncated normal distribution with means 70 and 100, standard deviations 10.5 and 15, and truncated to the intervals $[50, 90]$ and $[80, 120]$, for the two call types. These random variables are assumed independent across the two call types. We take $\tau_k = \tau_0 = 120$ (seconds), $l_k = 0.8$ for $k = 1, \ldots, K$, and $l_0 = 0.85$, $\pi_k = 0.2$ for $k = 1, \ldots, K$, and $\pi_0 = 0.15$.

The simulations were performed using the ContactCenter simulation software (Buist and L’Ecuyer, 2005, 2012), developed with the SSJ simulation library (L’Ecuyer et al., 2002). The SAA problems were solved with MATLAB linked to IBM-ILOG CPLEX version 12.6, using the cutting plane method described in Chan et al. (2016).

![Figure 3.1: Gaps between the costs given by SAA solutions with $M = N = 50, 100, 200, 400, 600, 800, 1000$ and the optimal cost given by the validation problem.](image)

In the experiment, we aim at evaluating the quality of SAA optimal solutions given by different pairs of $M, N$, where $M_1 = M_2 = \ldots = M_N = M$. To do so we increase $M$ and $N$ simultaneously. We take $M = N = 50, 100, 200, 400, 600, 800, 1000$. For each pair $(M, N)$, we generate 20 sets of scenarios, and for each set of scenarios we approximate the chance constraints by independent realizations of $w$ across scenarios. Each set of scenarios gives a SAA optimal solution $\hat{x}_N$ whose quality can be measured by the gap $f(\hat{x}_N) - v^*$ between the true value of $\hat{x}_N$ and the optimal value $v^*$. We cannot compute $f(\hat{x}_N)$ and $v^*$ exactly in general, but we can estimate the gaps out of sample. For this, we consider a SAA with $M = N = 1000$ as a
validation problem, in which the set of scenarios is independent of those used to obtain $\hat{x}_N$.
We then compute the gaps between the costs given by these SAA solutions and the optimal costs given by the validation problem. Let $\bar{f}$ and $f^*$ denote the first-stage cost function and the optimal cost given by the SAA validation problem. We estimate the gap by $\bar{f}(\hat{x}_N) - f^*$. In Figure 3.1, on the left side we show box plots of the estimated gaps and on the right side we report the number of zero gaps, for the selected values of $N = M$. We see that when $M = N$ increase above 400, the number of SAA solutions that are also optimal for the validation problem increases quickly with $N$. When $M = N = 1000$, the corresponding SAA solutions are all the same, and identical to the optimal solution of the validation problem.

3.5 Conclusion

We have considered a two-stage stochastic programming problem with stochastic constraints in the second stages. We have studied the consistency of the SAA method with nested sampling to solve this problem, and we also proved exponential convergence of the probability of making incorrect decisions. We used a call center staffing problem under arrival rate uncertainty to illustrate our theoretical findings. For future work, it would be interesting to investigate methods for choosing the sample size at the second stage adaptively, e.g., with larger sample sizes for the more important scenarios. Another important aspect is to develop effective methods for solving the SAA in large-scale settings.
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Chapter 4

Simulation-based Decomposition Method for Two-stage Staffing Optimization

In this chapter we consider the case that the arrival rates cannot be forecasted perfectly, leading to a two-stage stochastic optimization problem. To solve the problem numerically, we formulate its SAA version of which the consistency can be guaranteed through the results of Chapter 3. We propose an algorithm that combines simulation, integer linear programming, cut generation and the L-shaped method to solve the SAA problem. Numerical results based on three call center examples show that our approach is practically efficient. This work has been presented during the 21st Conference of the International Federation of Operational Research Societies (Québec City, Canada, July 2017) and the International Conference on Monte Carlo Methods and Applications (MCM) (Montréal, Canada, July 2017).
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A Simulation-based Decomposition Approach for Two-stage Staffing Optimization in Call Centers under Arrival Rate Uncertainty
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Abstract

This paper studies a common staffing problem in multiskill call centers. The objective is to find a staffing solution with minimal cost while ensuring the desired level of quality of service to customers. We consider the case where the arrival rates cannot be forecasted perfectly, leading to a two-stage stochastic optimization problem. The arrival rates are modeled as random variables with large variance (uncertainty) in the first stage, and smaller variance in the second stage. The challenge lies in the complexity of the stochastic model, as the queuing system needs to be simulated for a large number of scenarios and days. We propose a simulation-based decomposition method, combined with sample average approximation (SAA), to solve this two-stage staffing problem in reasonable computing time. We provide numerical studies based on three call center examples to illustrate the practical efficiency of our decomposition approach.

Keywords: Two-stage stochastic program, multiskill call center, cutting plane, L-shaped, simulation.

4.1 Introduction

The call center industry has been on a steady rise over the years. For instance, in the United States, the number of call center agents rose from 2.1 million in 2004 to 2.7 million in 2016 with an estimated annual salary cost of US $95.2 billion (Bureau of Labor Statistics, 2007, 2016). Businesses use call centers to provide information and assistance to customers, to improve customer satisfaction, or to increase revenue. Some call centers provide essential service, like the 911 emergency calls. Traditionally, call centers employ agents to interact with customers over the telephone, but with today’s technology, they can also include emails and chat, and these are often referred as contact centers.

In multiskill call centers, a call represents a customer and it is categorized by the type of requested service (this is often determined when the customer travels through the interactive voice menu). Each call type requires a specific skill, and an agent must have that particular skill
in order to answer it. Idle agents are assigned to calls by a router, following some skill-based routing policy, see Chan et al. (2014a) for some examples. For easier management, agents are generally divided into groups of similar skill sets. We refer the readers to Gans et al. (2003) for a more detailed description.

The quality of service (QoS) of a call center is often measured according to the service level (SL). The SL measures the fraction of calls that are answered within a given time, called the acceptable wait threshold (AWT). The constraint on the SL is most commonly stated as $s$ percent of calls answered in $\tau$ seconds or less, where $\tau$ is a parameter, and is usually denoted by $s/\tau$. For instance, a SL constraint of 80/30 would mean 80% of calls answered within 30 seconds.

An important problem in call centers is the staffing problem, which deals with minimizing the staffing cost under a set of constraints on the QoS. In this problem, a day is usually divided into periods. Based on distributional forecast of the volume of calls and a stochastic model of the entire call center, the task is to decide how many agents of each skill group to have at each time period of the day. A more difficult problem is the scheduling problem (Avramidis et al., 2010), in which a set of admissible shift schedules is first specified, and the decision variables are the number of agents of each group in each shift. The number of decision variables in the scheduling problem is typically much larger than in the staffing problem due to the numerous combinations of work shifts, breaks, lunch breaks, training, etc. In that problem, the staffing is determined indirectly by the selected shift schedules. Note that the routing policy can also be optimized (Chan et al., 2014a, Koole et al., 2015), but such extensions are outside the scope of this paper.

There are two important issues in the existing literature: (i) the arrival rates are often assumed to be known perfectly, and (ii) the quality-of-service (QoS) targets (constraints) are usually defined with respect to the long-term expected value, which is an average over an infinite number of days. A perfect knowledge of the arrival rates can lead to simple optimization problems, but it is well known that the arrival rates in call centers are often uncertain and depend on multiple factors, such as the day of the week, time of the day, level of busyness, holidays and special events (see for instance Channouf et al., 2007, Ibrahim et al., 2016b, Oreshkin et al., 2016). Moreover, in practice, a call center is a (highly) transient queuing system where the arrival rates and staffing level change often throughout the day. The QoS of a given day should then be modeled as a random variable. A manager who desires to meet the QoS targets for a given proportion of the days, or with a given probability, should impose some distributional or chance constraints. The aim of this paper is to address the aforementioned issues by formulating and solving the staffing problem under the uncertainty of the arrival rates and probability constraints (i.e. chance constraints).

In this paper, we consider a chance-constrained two-stage staffing with recourse problem for multiskill call centers. The first-stage problem consists of finding an initial staffing based on
some long-term forecast of the arrival rates, with large level of uncertainty. In the second-stage, recourse actions may be applied to correct the initial staffing, by adding or removing agents at the price of some penalty costs, upon the availability of an updated forecast. Chance constraints are imposed on the staffing, such that the QoS of a day must meet its target with a minimum probability threshold. To solve the problem, we use the sample average approximation (SAA) method. The model is challenging due to the nonlinearity of the chance constraints and the large number of integer variables. Previous studies suggest that the chance constraints can be approximated by linear cuts and the resulting two-stage linear programs can be solved directly by standard mixed-integer program (MIP) solvers, such as CPLEX. However, the computation time quickly becomes too expensive for larger instances.

Our aim in this paper is to deal with challenges encountered with large-scale two-stage staffing optimization problems, and develop novel methodologies that allow to solve such problems in a practical way. More precisely, we propose a simulation-based decomposition method that consists of two main steps. First, for each scenario, we use simulation to generate linear cuts to remove infeasible solutions. Then, we iteratively solve the two-stage stochastic programming problem in which the chance constraints are replaced by linear ones and add more cuts if there are solutions that do not satisfy the chance constraints.

The first step allows us to create linear outer approximations of the probability functions and linearize the chance constraints. This step is based on the cutting plane method (Atlason et al., 2004), which is considered as the state-of-the-art approach to deal with “S-shaped” constraints. The performance of the method, however, strongly depends on the determination of the concave regions of the probability functions. In our context, these concave regions are difficult to accurately identify. We propose a heuristic method to adjust the staffing to ensure that cuts are generated from concave regions. Moreover, to efficiently solve the resulting two-stage linear programs at the second step, we propose a way to strengthen the linear cuts by mixed-integer rounding inequalities (Nemhauser and Wolsey, 1990) and decompose the mixed-integer linear problems using the L-shaped method. The idea of the L-shaped is that, instead of solving the complete mixed-integer program directly, we decompose it and iteratively solve a master program that is enriched by linear cuts at each iteration.

We report numerical experiments for staffing problems over a single period, in which we assume that the system is in steady state. We solve problems of different call-center sizes and numbers of scenarios, from a toy example with 2 call types and 2 agent groups, to an example of moderate size with 15 call types and 20 agent groups. Our experiments show that our simulation-based decomposition approach is able to returns good staffing solutions in reasonably small computing time and it performs better than the deterministic equivalence approach proposed in our previous studies (Chan et al., 2016).
In the remainder of this paper, we review the relevant literature on the staffing and scheduling of multiskill call centers in Section 4.2. In Section 4.3, we define the two-stage staffing optimization problem, as well as its SAA formulation. We present our decomposition algorithm to solve the stochastic problem in Section 4.4. In Section 4.5, we compare the performance of the proposed algorithm and the deterministic equivalent approach in multiple numerical experiments. Conclusions are given in Section 4.6.

4.2 Literature Review

Research studies have focused traditionally on single-skill call centers, see Green et al. (2003) for example, but there exist a few studies on the optimization of multiskill call centers. One reason is that multiskill queues are analytically more complex than single queues, and there are no known accurate approximation formulas for the QoS for multiskill queues. One must rely on time-costly simulation to estimate accurately the QoS. For the traditional staffing problem with known arrival rates, Cežik and L’Ecuyer (2008) propose a simulation-based MIP optimization method where the linear cuts are added iteratively using the subgradient of the SL function. Avramidis et al. (2010) extend this algorithm to solve the shift scheduling problem with multiple periods. These methods can be viewed as the adaption and generalization of the technique presented in Atlason et al. (2004) for the scheduling of single-skill call centers with constraints on the expected SL over an infinite time horizon. This method combines simulation with integer programming and cut generation, based on the concavity property of the SL function in the Erlang C model, when the queue is in steady state. However, the concavity property does not necessarily hold in the multiskill context. These algorithms are therefore heuristics, but they have been shown to work well empirically. Other algorithms (Avramidis et al., 2009, Pot et al., 2008, Wallace and Whitt, 2005) have been proposed for the single period staffing problem that use crude approximation formulas, search methods, and correction by simulation.

Forecasting call arrival rates is hard, so it is justified to include arrival rate uncertainty in the optimization problems. Recently, a growing number of studies consider stochastic optimization. Liao et al. (2013) and Liao et al. (2013) include the uncertainty of the arrival rate in the form of a discrete probability distribution, Gurvich et al. (2010), Helber and Henken (2010) and Robbins and Harrison (2010) discretize continuous probability distributions by random sampling, and Gans et al. (2015) explore the Gaussian quadrature.

Robbins and Harrison (2010) consider a stochastic scheduling problem for a single-skill call center, where a penalty cost is given for missing the SL target. A two-stage scheduling problem with recourse for single-skill call centers is investigated in Gans et al. (2015). The forecast is updated during the day, and the schedules can be corrected by adding or removing agents for the latter part of the day. These papers use a MIP solver to deal with a MIP where a
set of constraints are generated beforehand by the linearization of the SL or abandonment, respectively, function of a M/M/s single queue with abandonments. It is not clear how or even if this approach can be generalized to the multiskill case.

For multiskill call centers with random arrival rates, Harrison and Zeevi (2005) and Bassamboo et al. (2006) approximate the level of abandonments by a fluid system, and they solve a two-stage scheduling problem. Their models seek to minimize the scheduling cost function with a penalty cost on the abandonments. The first-stage variables are the schedules, and the second-stage variables control the work assignment of each agent. A major drawback when optimizing a fluid system is that it also changes the routing policy, which is often not possible in practice. Gurvich et al. (2010) optimize a two-stage staffing problem with the chance constraints on the expectation of the fraction of abandonments, for stochastic arrival rates. The requirement is that the QoS can be violated on at most a fraction $\delta$ of the arrival rate realizations, where $\delta$ represents the level of risk tolerance. Chan et al. (2016) propose an extension to Cezik and L’Ecuyer (2008) to solve a two-stage staffing problem with scenario decomposition. The second-stage variables are recourse actions to add or remove agents, and we consider chance constraints on the SL of a day (not the expectation). In the present paper, we propose further improvements using a decomposition approach.

4.3 Problem Formulation and the Sample Average Approximation

We now present a formulation of the multiskill staffing optimization problem under arrival rate uncertainty. There are $K$ call types, $I$ agent groups, one period and $N$ scenarios. We also give a sample average approximation formulation in which the constraints are approximated by simulation. Since this paper considers the same staffing optimization problem as in Chan et al. (2016) and Ta et al. (2018b), we will use similar notations.

4.3.1 Call Center Model

Consider a call center with $K$ call types, indexed from 1 to $K$, and $I$ agent groups, numbered from 1 to $I$. Agents in group $i$ have the skill set $S_i \subseteq \{1, \ldots, K\}$, which defines the call types they can serve. In practice, an agent can have more skills than his group’s skill set, but only the skills in $S_i$ will be active. Conversely, we define $G_k = \{i : k \in S_i\}$ as the set of groups that can answer calls of type $k$. Let $z = (z_1, \ldots, z_I)^T$ be the staffing vector which defines the number of agents in each of the $I$ groups.
We assume that agents in the same group are homogeneous, and an agent in group $i$ will serve a call of type $k$ with an average time of $1/\mu_{k,i}$. A customer will abandon the queue (and the call center) when their waiting time exceeds their patience time. The patience time is modeled as a random variable with mean $1/\nu_k$ for calls of type $k$. Calls are assigned to agents by the router, according to a routing policy. A major advantage of using simulation-based optimization is that we do not need to impose any specific distribution family or routing policy in our model. The service time can be exponential or lognormal for example. Like Wallace and Whitt (2005) and Cezik and L’Ecuyer (2008), we optimize the staffing for only one period in order to simplify the problem.

4.3.2 Random Arrival Rates

We assume that calls of type $k$ arrive following a time-homogeneous Poisson process with rate $\Lambda_k$ that is constant throughout the entire period. In reality, the rate is not known in advance (actually, it cannot even be observed), therefore $\Lambda_k$ is a random variable, and it embeds the uncertainty or errors of the forecast. The random variable $\Lambda_k$ can follow any distribution.

In our two-stage staffing problem, we define Stage 1 as the time epoch where the call center manager needs to provide an initial staffing for a future date, based on some initial (prior) distribution forecast. Stage 1 can be days or weeks in advance of the targeted date. As the targeted date draws near, the manager may have more actual information, like the trend of the arrivals, and revise the forecast with a posterior distribution. In Stage 2, we assume that the manager may correct the initial staffing by adding or removing agents from the schedule, using the revised forecast. These resource actions may correspond to scheduling or canceling meetings (or trainings) with agents. Note that, in general, the rate $\Lambda_k$ is still a random variable in Stage 2.

As an example, in the numerical section, we consider that in Stage 1, the arrival rate $\Lambda_k = \xi_k \beta_k$ follows a doubly stochastic distribution, where $\xi_k$ represents a random mean rate and $\beta_k$ is a random busyness factor of the day. In Stage 2, we assume that $\xi_k$ can be estimated, and only $\beta_k$ remains random. In practice, we may relate $\xi_k$ to the general trend of the call volume, and $\beta_k$ may be some noise (although there can be correlation between call types). We chose arbitrarily $\xi_k$ to be normally distributed, and $\beta_k$ to have a triangular distribution in our numerical examples.

4.3.3 Service Level Constraint

In a service system, the quality of service experienced by the customers is an important measure. A popular measure in the call center industry is the service level (SL) that was introduced in Section 4.1. The SL is defined as the proportion of callers who waited less than an acceptable
waiting time (AWT) parameter \( \tau \). The constraint is to maintain a SL above a certain target 
\( l \in [0, 1] \). In practice, the formula of the SL may vary from one call center to another, because 
it depends on how to include abandonments, how to count calls with over-lapping periods, etc.

In our work, we use one of the SL formulas implemented in the simulation library ContactCenters 
(Buist and L’Ecuyer, 2005); alternative definitions of the SL can be found in Jouini et al. (2013).

In this study, instead of considering the expected value, we consider the distributions of SL in 
a given time interval. Let \( T \) be the total number of calls that arrived in a day, \( A(z) \) be the 
number of calls served after waiting at most \( \tau \), and \( L(z) \) be the number of calls that abandoned 
after waiting more than \( \tau \). All of these variables are random, so that the SL over a given time 
period is also a random variable which depends on the number of staffing \( z \). The formula of SL 
is:

\[
S(z) = \frac{A(z)}{T - L(z)}.
\]

(4.1)

The SL of each call type can be measured with different values of the AWT parameter \( \tau \). In 
the numerical experiment, we use the same \( \tau \) for all call types.

Most studies in staffing in call centers consider the expected performance measures over an 
infinite time horizon. A formula of service level defines a fraction of customers with good QoS 
over an infinite number of independent and identically distributed (i.i.d.) days, that is:

\[
\bar{S}(z) = \frac{\mathbb{E}[A(z)]}{\mathbb{E}[T - L(z)]}.
\]

(4.2)

This formula was used in most previous articles on staffing and scheduling optimization (Atlason 
the SL is, for example, that \( \bar{S}(z) = 80\% \) with \( \tau = 20 \) seconds, it means that 80\% of calls are 
answered within \( \tau = 20 \) seconds. In multiskill call centers, there is no analytically formula to 
compute the SLs in (4.1) and (4.2), but we can use simulation to estimate them.

### 4.3.4 Chance Constraints on the SL

We consider chance constraints using the random variable SL \( S(z) \) defined in (4.1). In fact, even 
if we suppose that the arrival rate is constant, the variable \( S(z) \) may have significant stochastic 
variance and the tail of its distribution (not only the average) is relevant. This means that 
even if the staffing gives an expected SL over an infinite number of days above the target, the 
observed SL of a day may still be well below the target. In case a manager wants to satisfy 
the SL target most of the days, then chance constraints on \( S(z) \) can be applicable. They can 
be expressed as: the SL targets (per call type, per period, global) on a random day must be 
satisfied with probability at least \( 1 - \delta \), for a given risk level \( \delta \) selected by the manager.
Given the staffing vector \( z \), let \( S_k(z) \) be the SL of call type \( k \) during the day, with AWT \( \tau_k \), and let \( S_0(z) \) be the aggregate SL of the day over all calls with AWT \( \tau_0 \). All of these are random variables, whose distributions depend on the staffing \( z \). The chance constraints are:

\[
\mathbb{P}[S_0(z) \geq l_0] \geq 1 - \delta_0, \\
\mathbb{P}[S_k(z) \geq l_k] \geq 1 - \delta_k, \quad k = 1, \ldots, K,
\]

where \( l_k \) and \( l_0 \) are the SL targets, and \( \delta_k \) and \( \delta_0 \) are the given risk thresholds in the interval \((0, 1)\), for each call type \( k \) and for the whole day. To give an example of chance constraints, setting \( \delta_k = \delta_0 = 0.05 \), \( l_k = l_0 = 0.8 \), and \( \tau_k = \tau_0 = 20 \) seconds means that 80% of calls in a day must be answered within 20 seconds, with at least 95% probability.

### 4.3.5 Staffing Problem with Recourse

We now describe our two-stage staffing problem with arrival rates uncertainty. In the first stage, based on initial forecast that gives the prior distributions of arrival rates \( \Lambda_k \) for each call type \( k \), (parameterized by a random parameter \( \xi_k \)), the manager must select an initial staffing \( x = (x_1, \ldots, x_T)^T \) at the corresponding cost per agent of \( c = (c_1, \ldots, c_I)^T \). In the second stage, the manager obtains the realizations of \( \xi = (\xi^1, \ldots, \xi^K) \in \Xi \), and based on the updated forecasts, the initial staffing can be modified by adding or removing agents at some penalty costs. We remark that even when \( \xi_k \) is known, in the second stage, the exact arrival rate may still be random (the realization of \( \Lambda_k \)). Even in the case the arrival rate is known, we still do not know the SL for the day, so there is still uncertainty. In our work, we suppose perfect forecast of \( \xi_k \) in the second stage, meaning that \( \xi_k \) simply has a new distribution with only one possible realization.

In the second stage, given the posterior distributions of the \( \xi_k \)'s, we can modify the initial staffing by adding \( r^+_i(\xi) \) extra agents to group \( i \) at a greater cost of \( c^+_i > c_i \) per agent, or removing \( r^-_i(\xi) \leq x_i \) agents in group \( i \) and save \( c^-_i \) per agent, where \( 0 \leq c^-_i < c_i \). After the recourse, the new number of agents in group \( i \) is \( z_i(\xi) = x_i + r^+_i(\xi) - r^-_i(\xi) \). Let \( c^+, c^- \), and \( z(\xi) \) be the vectors with components \( c_i, c^+_i, c^-_i \), and \( z_i(\xi) \), respectively. We define the recourse vectors as \( r^+(\xi) = (r^+_1(\xi), \ldots, r^+_T(\xi))^T \), and \( r^-(\xi) = (r^-_1(\xi), \ldots, r^-_T(\xi))^T \).

Given a staffing \( z(\xi) \), the SL of call type \( k \) and the aggregate SL are random variables \( S_k(z(\xi)) \) \((k = 1, \ldots, K)\) and \( S_0(z(\xi)) \). We require that the chance constraints are satisfied for every scenario, i.e., \( \mathbb{P}[S_k(z(\xi)) \geq l_k] \geq 1 - \delta_k \) for all \( \xi \) and all \( k \). A different requirement would be that the chance constraints are only satisfied for a fraction of the scenarios, e.g., 95%. However, this modeling assumption would be risky for the unsatisfied scenarios, as one would remove all the agents for those scenarios to minimize the agent cost.
In summary, we consider the following chance-constrained staffing problem with recourse for multiskill call centers with arrival rate uncertainty:

\[
(P4.1) \begin{cases}
\min_{x \in N^I} \quad c^T x + \mathbb{E}_{\xi} [Q(x, \xi)], \\
\text{where} \quad Q(x, \xi) = \min \quad \{(c^+)^T r^+(\xi) - (c^-)^T r^-(\xi)\}
\end{cases}
\]

subject to

\[
x + r^+(\xi) - r^-(\xi) = z(\xi),
\]

\[
\mathbb{P}[S_k(z(\xi)) \geq l_k] \geq 1 - \delta_k, \quad k = 0, \ldots, K,
\]

\[
r^+(\xi), r^-(\xi) \geq 0 \text{ and integer}.
\]

In the above problem formulation we only use SL but it can be extended with other quality of services, e.g. waiting times, abandonment ratio.

### 4.3.6 The Sample Average Approximation Problem

Instead of solving the two-stage problem (P4.1), we solve a sample average approximation (SAA) version, where we generate \(N\) scenarios of \(\xi\) by Monte Carlo which in turn defines the distributions of the \(\Lambda_k\)'s in the second-stage problem. Let \(\xi_n = (\xi_{n1}, \ldots, \xi_{nK})\) be the vector of \(K\) distributions of the arrival rates of scenario \(n\) with probability \(p_n > 0\), and \(\sum_{n=1}^{N} p_n = 1\). In our numerical examples, we will assume, without loss of generality, the same probability \(p_n = 1/N\) for all \(n\).

Moreover, we do not know how to compute exactly the probability functions in (P4.1), but we can approximate their empirical values by simulation. Suppose we simulate \(M\) independent days to get the estimators of these probabilities. We consider the distribution of the value of the SL over the individual runs as in (4.1). The empirical service-level of a simulation run is a function of the staffing level \(z\). Since we have a finite number of scenarios in the second stage, we lighten the notation by using indexed variables \(r_n^+ = r^+(\xi_n), r_n^- = r^-(\xi_n)\) and \(z_n = (z_{1,n}, \ldots, z_{I,n})^T\) for scenario \(n\). We approximate (P4.1) by the following SAA problem

\[
(P4.2) \begin{cases}
\min_{x, r_n^+, r_n^-} \quad c^T x + \sum_{n=1}^{N} p_n \left[ (c^+)^T r_n^+ - (c^-)^T r_n^- \right],
\end{cases}
\]

subject to

\[
x + r_n^+ - r_n^- = z_n, \quad n = 1, \ldots, N,
\]

\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{I}[\hat{S}_k^m(z_n; \xi_n) \geq l_k] \geq 1 - \delta_k, \quad k = 0, \ldots, K, \quad n = 1, \ldots, N,
\]

\[
x, r_n^+, r_n^- \geq 0 \text{ and integer}, \quad n = 1, \ldots, N,
\]

where \(\mathbb{I}\) is a 0-1 indicator function, and \(\hat{S}_k^m(z_n; \xi_n)\) \((k = 1, \ldots, K)\) and \(\hat{S}_0^m(z_n; \xi_0)\) are the SL of call type \(k\) and aggregate SL respectively, for the \(m\)-th simulated day, given staffing vector \(z_n\).
and \( \xi_n \). For notational simplicity, we define the function \( g(z;\xi) : \mathbb{N}^I \times \Xi \rightarrow \mathbb{R}^{K+1} \) in which the \( k^{th} \) component of \( g(z;\xi) \) is defined as

\[
g_k(z;\xi) = \mathbb{P}[S_k(z;\xi) \geq l_k] - (1 - \delta_k), \quad k = 0, \ldots, K,
\]

where \( S_k(z;\xi) \) is the SL given by staffing \( z \), and \( l_k, \delta_k, k = 0, \ldots, K \), are parameters of the chance constraints. We also denote \( \hat{g}_M(z;\xi_n) \), \( \hat{g}_{k,M}(z;\xi_n) \) as a sample average approximation of \( g(z;\xi_n) \) and \( g_k(z;\xi_n) \), respectively, i.e., \( \hat{g}_M(z;\xi_n) \) and \( \hat{g}_{k,M}(z;\xi_n) \) are defined by the average over \( M \) days

\[
\hat{g}_{k,M}(z;\xi_n) = \frac{1}{M} \sum_{m=1}^{M} \mathbb{I}[S^k_m(z;\xi_n) \geq l_k] - (1 - \delta_k), \quad k = 0, \ldots, K,
\]

where \( S^k_m(z;\xi) \) is the SL for a simulated day \( m \) and \( \hat{g}_{k,M}(\cdot) \) is the \( k^{th} \) component of \( \hat{g}_M(\cdot) \) corresponding to call type \( k \).

Recently, Ta et al. (2018b) investigate the convergence properties of the SAA approach, i.e., they show that under some assumptions that hold in call center examples, the optimal value and solutions to the SAA problem converge to the true ones when the sample sizes tend to infinite.

There are two main issues when solving \( (P4.2) \), namely, (i) the constraints \( \hat{g}_M(z;\xi_n) \geq 0 \) are non-linear and (ii) the problem \( (P4.2) \) becomes expensive to solve when \( N \) is large. According to Chan et al. (2016), issue (i) can be dealt with using a cutting plane method, i.e., we can formulate a deterministic equivalent of \( (P4.2) \), then replace the non-linear constraints by several linear cuts, and solve the resulting problem by a linear programming solver. This approach can work well in the case of deterministic arrival rates, but for the two-stage stochastic problem in \( (P4.2) \), the deterministic equivalent would become too expensive to solve, due to the large number of scenarios (i.e. issue (ii)). This is the main motivation for us to develop a decomposition method to efficiently solve \( (P4.2) \), as described in the following section.

### 4.4 General Methodology

In this section we discuss a decomposition approach to solve the two-stage staffing optimization problem. In order to deal with the SAA of the chance constraints, we use the cutting plane method (Ceçik and L’Ecuyer, 2008) to create outer linear approximations of the probability functions. The cutting plane method results in two-stage stochastic integer linear programs that could be expensive to solve. We propose a way to strengthen the linear cuts generated by the cutting plane method, and a simulation-based decomposition algorithm that allows to
efficiently find good staffing solutions. In the following, we first describe some properties of the probability functions, which are necessary for the use of the cutting plane.

4.4.1 Hypothesis on Concavity of the Probability Function

The cutting-plane algorithm of Cežik and L’Ecuyer (2008) and subsequent extensions (Avramidis et al., 2010, Chan et al., 2016) rely essentially on the hypothesis that the SL function is concave, or at least concave around the optimal solution. This assumption is based on the concavity of the Erlang C formula and the “S” shape of the SL function of the Erlang A (with abandonment) for a single Markovian queue in steady state. In this paper, instead of the expected SL as in previous papers, we impose constraint on the probability functions of the SL, i.e., \[ \Pr[S(z) \geq l]. \] Our numerical observation with different call center examples indicates that the probability function also has a “S-shape”. See an example of the probability function of the SL, \( F(z; \xi) = \Pr[S(z; \xi) \geq l], \) taken from Chan et al. (2016) in Figure 4.1. Although we can construct examples where the concavity assumption does not hold for multiskill call centers, these simulation-based cutting-plane algorithms have shown to find very good solutions. Note that it is very hard to prove optimality for these problems.

![Figure 4.1: Example of the cumulative distribution function \( F(z; \xi) \) with fixed \( \xi \), displaying an “S” shape, taken from Chan et al. (2016).](image)

4.4.2 Cut Generation

We discuss in this section the cutting plane method (Atlason et al., 2008, Cežik and L’Ecuyer, 2008) used to approximate the chance constraints via linear ones. The idea is to consider each scenario separately and for each staffing solution that are not satisfied the chance constraints, we generate linear cuts based on an (tentative) estimation of the subgradient at that staffing point. After adding enough cuts, one is able to come up with a staffing solution being feasible to the chance constraints. The result of this procedure is a set of linear cuts serving as an approximation of the chance constraints and would be useful to solve the two-stage problem. We describe the method in detail in the following.
The cutting plane method is an iterative algorithm that starts at an infeasible solution $z$, and it adds new linear cuts based on the subgradient of $\hat{g}_{k,M}(z)$ until a feasible solution is obtained. To avoid starting the algorithm at a null solution (all-zero solution) or in a non-concave region, we add heuristic linear constraints to cover a fraction $\alpha_k$ of the arrival rate of call type $k$, as described in Chan (2013) and Chan et al. (2016). Such constraints are also used in the fluid scheduling model of Bassamboo et al. (2006). These constraints require additional continuous variables $w_{k,i,n} \geq 0$ which defines the (fractional) number of agents of group $i$ working on calls of type $k$ for scenario $n$.

Before subgradient cuts are added, we construct some preliminary constraints for each scenario $n$ using the fluid scheduling model as following

$$\sum_{i \in G_k} \mu_{k,i} w_{k,i,n} \geq \alpha_k \Lambda_{k,n}, \quad k = 1, \ldots, K$$

$$\sum_{k \in S_i} w_{k,i,n} \leq z_i, \quad i = 1, \ldots, I$$

$$w_{k,i,n} \geq 0, \quad k = 1, \ldots, K, \quad i = 1, \ldots, I,$$

where $\Lambda_{k,n}$ is the arrival rate of call type $k$ corresponding to scenario $n$ and the parameters $\alpha_k$ should be selected such that the initial solution is hopefully in a concave region of $\hat{g}_M$.

It is important to note that the parameter $\alpha_k$ is generally chosen around 1 when we solve the problem with the expected service level constraint. Once we consider probabilistic service level constraints, it is more difficult to choose a good $\alpha_k$. The reason is that $\alpha_k$ can depend on many factors, for example, the distribution of the business factor of the arrival rate. Since it is usually not easy to optimize $\alpha_k$, instead of optimizing $\alpha_k$, we propose a heuristic method to find the initial solution. More precisely, we start with parameters $\alpha_k$ of small values, e.g., usually around 1. We then iteratively use simulation to compute the probability values, and if there is a call type $k$ for which $\hat{g}_{k,M}(z)$ is too small, i.e., less than a given threshold $\rho$ (e.g., $\rho$ can be chosen to be equal to 0.5) then we add agents to the groups that serve that call type. We stop this step when all the probability values are larger than $\rho$. We expect that after this step, the staffing belongs to the concave region and the subgradient cut is valid.

The cutting plane method in our context is described as follows. We generate subgradient-based linear cuts independently for each scenario. First, let consider scenario $n$ with realization $\xi_n$ and a probability function $g^n_k(z) = \hat{g}_{k,M}(z, \xi_n)$. Let also $z^*$ be the current solution and $q_{nk}^n(z^*)$ of size $I$ be the subgradient of $g^n_k$ at point $z^*$. For a given staffing $z^*$, we estimate the $i$-th element $q_{nk}^n(z^*)$ by the forward finite difference, with step size $d$,

$$q_{nk}^i(z^*) = [g^n_k(z^* + de_i) - g^n_k(z^*)]/d,$$
where \( e_i \) is a unit vector with 1 at the \( i \)-th position and 0 elsewhere. Normally, we set \( d = 1 \), but when the simulation has a lot of noise (e.g., the number of simulated days \( M \) is small), or the subgradient is not computed as expected, e.g., \( q^*_{nk}(z^*) < 0 \) for some \( k \), we may increase \( d \) to 2 or 3. Assuming that \( q_{nk}(z^*) \) is a subgradient of \( g_{n_k}^\pi \) at point \( z^* \), we have the following valid inequality: 

\[
q_{nk}(z^*) z \geq 1 - \delta_k - g_{n_k}^\pi(z^*) + q_{nk}(z^*) z^*,
\]

(4.3)

which is a linear cut that can be added to the linear program to each scenario \( n \):

\[
\min_{(z,w) \in \mathbb{N}^I \times \mathbb{R}^{K^I}} \left\{ c^T z \mid A^n z \leq b^n, \ H^n z + K^n w \leq h^n \right\},
\]

(4.4)

where \( A^n z \leq b^n \) refers to the set of subgradient cuts and \( H^n z + K^n w \leq h^n \) are constraints given by the fluid model.

The cutting plane procedure allows to approximate (P4.2) by a mixed-integer linear programming model. We can show that if we add sufficiently enough cuts to approximate the chance constraints, one can obtain an optimal solution to (P4.2) by solving the corresponding linear model. We discuss this in detail in the following.

We first let \( \hat{Q}(x) \) denote the value of the second stage of the SAA problem (P4.2) for a given \( x \), i.e., \( \hat{Q}(x) = \frac{1}{N} \sum_{n=1}^{N} \hat{Q}_M(x; \xi_n) \), where

\[
\hat{Q}_M(x; \xi_n) = \min_{(r^+, r^-) \in \mathbb{N}^I} (c^+)^T r^+ + (c^-)^T r^- \\
\text{subject to } \hat{g}_{k,M}(x + r^+ - r^-, \xi_n) \geq 0 \quad k = 0, \ldots, K \\
r^+, r^- \in \mathbb{N}^I.
\]

For each scenario \( n \), we denote by \( \overline{Q}_M(x; \xi_n) \) the value of the second stage after replacing the constraints \( \hat{g}_M(z; \xi_n) \geq 0 \) by linear cuts, i.e.,

\[
\overline{Q}_M(x; \xi_n) = \min_{(r^+, r^-) \in \mathbb{N}^I} (c^+)^T r^+ + (c^-)^T r^- \\
\text{subject to } A^n(x + r^+ - r^-) \leq b^n \\
H^n(x + r^+ - r^-) + K^n w \leq h^n \\
r^+, r^- \in \mathbb{N}^I
\]

(P4.3)

where \( A^n(x + r^+ - r^-) \leq b^n \) are the linear cuts added to scenario \( n \). When cuts are added to the second-stage problem, we can get an approximate solution to (P4.2), obtained by the
replacing the chance constraints by linear cuts

\[(P4.4) \quad \min_{x \in X} \left\{ f(x) = c^T x + \frac{1}{N} \sum_{n=1}^{N} Q_M(x; \xi_n) \right\} .\]

The following proposition indicates that if the linear cuts always form upper bounds of the chance constraints and if we add sufficiently enough of them, then we can obtain an optimal solution to \((P4.2)\) by solving \((P4.4)\).

**Proposition 4.1.** Assume that for each cut given by \((4.3)\), \(z^*\) is in the concave region of the probability function and \(q_n(z^*)\) is a subgradient of the corresponding probability function, if \((x^*, \tilde{f}^*)\) is an optimal solution and the optimal value of \((P4.4)\) and if \((r_n^{*+}, r_n^{-})\) is an optimal solution to \((P4.3)\) such that \(\hat{g}_{k,M}(x^* + r_n^{*+} - r_n^{-} ; \xi_n) \geq 1 - \delta_k\), for all \(n, k\), then \((x^*, \tilde{f}^*)\) is also an optimal solution and the optimal value to \((P4.2)\).

**Proof.** Under the assumption that all cuts are subgradient ones in a concave region of the probability functions, given a first-stage solution \(x\) we always have

\[
\begin{align*}
\left\{ (r^+, r^-) \mid \hat{g}_M(x + r^+ - r^-; \xi_n) \geq 0 \right\} & \subseteq \left\{ (r^+, r^-) \left| \begin{array}{c}
A^n(x + r^+ - r^-) \leq b^n \\
H^n(x + r^+ - r^-) + K^n w \leq h^n \\
r^+, r^- \in \mathbb{N}^I, \ w \geq 0
\end{array} \right. \right\} \\
& \quad \text{(4.5)}
\end{align*}
\]

We denote by \(\{x_1^*, r_1^{*+}, r_1^{-}, n = 1, \ldots, N\}\) the optimal solution to \((P4.2)\) and by \(\{x_2^*, r_2^{*+}, r_2^{-}, n = 1, \ldots, N\}\) the optimal solution to \((P4.4)\). According to \((4.5)\) we have

\[
c^T x_1^* + \frac{1}{N} \sum_{n=1}^{N} (c^+)^T r_1^{*+} - (c^-)^T r_1^{-} \geq c^T x_2^* + \frac{1}{N} \sum_{n=1}^{N} (c^+)^T r_2^{*+} - (c^-)^T r_2^{-}, \quad (4.6)
\]

Moreover, if \(\hat{g}_{k,M}(x_2^* + r_2^{*+} - r_2^{-} ; \xi_n) \geq 1 - \delta_k, \ \forall \ n, k, \) then \(\{x_2^*, r_2^{*+}, r_2^{-}, n = 1, \ldots, N\}\) is also a feasible solution to \((P4.2)\), so

\[
c^T x_1^* + \frac{1}{N} \sum_{n=1}^{N} (c^+)^T r_1^{*+} - (c^-)^T r_1^{-} \leq c^T x_2^* + \frac{1}{N} \sum_{n=1}^{N} (c^+)^T r_2^{*+} - (c^-)^T r_2^{-}, \quad (4.7)
\]

From \((4.6)\) and \((4.7)\) we can deduce that \(\{x_2^*, r_2^{*+}, r_2^{-}, n = 1, \ldots, N\}\) is also an optimal solution to \((P4.2)\). This completes the proof. \(\square\)

So in theory, we can obtain an optimal solution to the SAA problem \((P4.2)\) by adding enough linear cuts to the second-stage problems and solve \((P4.4)\). Indeed, \((P4.4)\) is a mixed-integer linear programming (MIP) model, which can be solved using a commercial solver as CPLEX. However, in a large scale setting, \((P4.4)\) would contain a large number of variables, making it practically difficult to be solved in a direct way. The L-shaped algorithm presented in the following provide a viable way to deal with this issue.
4.4.3 L-shaped Algorithm

The size of this MIP model (P4.4) depends proportionally on the number of scenarios, leading to the fact that it would be expensive to directly solve if the number of scenarios is large. However, the structure of (P4.4) suggests that a decomposition method (i.e., L-shaped) would be an efficient alternative to solve the two-stage problem. Nevertheless, the problem involves integer variables at both first and second stages, and therefore solving it exactly can be very challenging when \( N \) and \( M \) are large. The absence of general efficient methods for such a problem reflects this difficulty (see Birge and Louveaux, 2011, Chapter 7). Several techniques have been proposed over the years, but such techniques are developed under some specific restrictions on the two-stage problem, e.g., the first-stage variables are integer or the recourse matrix has integer coefficients. Thus, they generally do not apply in our context. In the following, we present a simple integer L-shaped algorithm that can be combined with mixed-integer rounding inequalities (Section 4.4.4) to efficiently find good integer solutions of the two-stage problem.

The general idea of the L-shaped method is a way to approximate the recourse function (or the second-stage objective function) by a piece-wise linear and convex function. Since the non-linear objective term involves a solution to all the second-stage programs, we want to avoid numerous function evaluations for it. Therefore, we define a master linear model in \( x \), but we only evaluate the recourse function as a sub-problem. This can be done based on the duality properties of the second-stage problem.

For any first-stage solution \( x \), in order to get a feasible solution for the second stage, we just need to add enough agents \( r^+ \) and set \( r^- = 0 \). It means that the problem (P4.1) has relatively complete recourse, i.e., the second-stage problems always have feasible solutions given any first-stage solution \( x \) (see Birge and Louveaux, 2011, Page 113). In addition, the linear cuts generated from the cutting plane method (Section 4.4.2) represent upper bounds on the chance constraints. In other terms, the linearized second-stage problem will be a relaxation of the true second-stage problem, and consequently, any feasible solution of the true second-stage problem will be feasible for the relaxed second-stage problem. Therefore, the problem (P4.4) remains relatively complete. From this remark, we only need to add optimality cuts, i.e., linear cuts to build the piece-wise linear function approximating the recourse function, to the master problem.

Now, let us consider the master problem of (P4.4) as follows

\[
\min_{x, \theta} \quad c^T x + \theta
\]

subject to

\[
\Pi x - \mathbf{1} \theta \leq \pi_0 \]

\[
x \in X
\] (4.8)

\[\text{(MP1)}\]


where $\theta \in \mathbb{R}$ is a variable serving as an underestimation of the second-stage objective function and constraints (4.8) are optimality cuts. We now discuss how to add optimality cuts to the master problem. To make the notations simpler, we assume that the constraints of the second-stage problem of scenario $n$ can be written as $T^n x + W^n y = r^n$, where $y$ is the vector of the second-stage variables. In our context, $y$ contains $r^+, r^-$ and $w$ (from the fluid model). For each solution $x^*$ and each scenario $n = 1, \ldots, N$, we can rewrite the corresponding second-stage problem using equality constraints as

$$
\min_y \left\{ q^T y \mid T^n x^* + W^n y = r^n, \quad y \geq 0 \right\}.
$$

We then solve the dual to obtain a dual optimal solution

$$
\sigma_n = \arg\max_{\sigma} \left\{ (r^n - T^n x^*)^T \sigma \mid (W^n)^T \sigma \leq q \right\}.
$$

Due to duality properties we have

$$
\overline{Q}_M(x; \xi_n) = \min_y \left\{ q^T y \mid T^n x + W^n y = r^n, \quad y = (r^+, r^-, w) \geq 0, \quad r^+ \text{ and } r^- \text{ are integer} \right\}
\geq \min_y \left\{ q^T y \mid T^n x + W^n y = r^n, \quad y \geq 0 \right\}
= \max_{\sigma} \left\{ (r^n - T^n x)^T \sigma \mid (W^n)^T \sigma \leq q \right\}
\geq \sigma_n^T (r^n - T^n x).
$$

Since we want $\theta \geq \frac{1}{N} \sum_{n=1}^{N} \overline{Q}_M(x; \xi_n)$, the following optimality cut can be added to the master problem

$$
\theta \geq \frac{1}{N} \sum_{n=1}^{N} \sigma_n^T (r^n - T^n x),
$$

or equivalently,

$$
- \left( \frac{1}{N} \sum_{n=1}^{N} \sigma_n^T T^n \right) x - \theta \leq - \frac{1}{N} \sum_{n=1}^{N} \sigma_n^T r^n. \quad (4.9)
$$

It is also possible to add several cuts per each master iteration based on the idea of the multi-cut L-shaped method (Birge and Louveaux, 2011, Page 198). More precisely, we can cluster the set of all scenarios into $L$ disjoint subsets $N_1, \ldots, N_L$ and we formulate the master problem of (P4.4) as

\[
\begin{align*}
\min_{x, \theta_n} & \quad c^T x + \sum_{l=1}^{L} \theta_l \\
\text{subject to} & \quad \Pi^l x - 10^l \leq \pi^l_0, \quad l = 1, \ldots, L \\
& \quad x \in X,
\end{align*}
\]

\[\text{(MP2)}\]
where constraints (4.10) are optimality cuts given by $L$ subsets of scenarios. For each subset $N_l$, the following optimality cut can be added to the master problem.

$$-\frac{1}{N} \left( \sum_{n \in N_l} \sigma_n^T T^n \right) x - \theta_k \leq -\frac{1}{N} \sum_{n \in N_l} \sigma_n^T r^n. \quad (4.11)$$

Finally, we describe the L-shaped approach in Algorithm 4.1. If $L = 1$, then we have a single-cut L-shaped algorithm in which only one cut is generated per iteration, and if $L = N$, then we generate cuts for each scenario.

**Algorithm 4.1: L-shaped algorithm**

```
repeat
    Select $L$ clusters of scenarios, $1 \leq L \leq N$
    Solve (MP2) to obtain a solution $(x^*, \theta_1^*, \ldots, \theta_L^*)$
    Compute
        $$\overline{Q}(x^*) = \sum_{n=1}^{N} \min_{y} \left\{ q^T y \mid T^n x^* + W^n y = r^n, \ y \geq 0 \right\}$$
    if $\sum_{l=1}^{L} \theta_l^* < \overline{Q}(x^*)$ then
        Add $L$ optimality cuts to (MP2)
    Until $\sum_{l=1}^{L} \theta_l^* \geq \overline{Q}(x^*)$
Return $x^*$ as a first-stage solution
```

**4.4.4 Strengthening the Cutting Plane**

In this section we present a way to strengthen subgradient cuts generated by (4.3) using mixed-integer rounding (MIR) inequalities. This approach plays a central role in the development of strong cutting planes for mixed-integer programming. MIR inequalities can be derived from a single mixed-integer constraint, and have been shown to be able to generate all facets inducing valid inequalities for any mixed 0-1 integer program (Nemhauser and Wolsey, 1990). In this paper, we derive MIR inequalities for our subgradient cuts, which are integer constraints. This MIR inequalities allow to strengthen the cuts and improve the L-shaped algorithm described in the previous section.

We consider a subgradient cut of the form $\sum_{i=1}^{I} a_i z_i \geq b$. Since the subgradients are always generated to be non-negative, we have $a_i \geq 0$ for all $i = 1, \ldots, I$. Let define $\mathcal{P} = \{ z \in \mathbb{N}^I \mid \sum_{i=1}^{I} a_i z_i \geq b \}$, i.e, the set of feasible solutions given by the subgradient cut. We have the following proposition concerning the MIR inequalities that are valid for $\mathcal{P}$.

**Proposition 4.2.** The following inequalities hold for all $z \in \mathcal{P}$

$$\sum_{t=1, \ldots, I}^{I} d_t a_i z_t \geq \left\lfloor \frac{b}{a_i} \right\rfloor d_i a_i, \quad \forall i = 1, \ldots, I, \ a_i \neq 0, \quad (4.12)$$
where \( d_i = \frac{b}{a_i} - \left\lfloor \frac{b}{a_i} \right\rfloor + 1 \).

Proof. Given \( i \in \{1, \ldots, I\} \) such that \( a_i > 0 \), we can write the inequality \( \sum_{i=1}^{I} a_i z_i \geq b \) as

\[
\sum_{t=1, \ldots, I; t \neq i} \frac{a_t z_t}{a_i} + z_i \geq \frac{b}{a_i},
\]

which can be written as

\[
\sum_{t=1, \ldots, I; t \neq i} \frac{a_t z_t}{a_i} \geq \frac{b}{a_i} + 1 - \left\lfloor \frac{b}{a_i} \right\rfloor + \left\lceil \frac{b}{a_i} \right\rceil - z_i - 1.
\] (4.13)

Since \( z_i \in \mathbb{N} \), we consider the two cases \( z_i \geq \left\lfloor \frac{b}{a_i} \right\rfloor \) or \( z_i \leq \left\lfloor \frac{b}{a_i} \right\rfloor - 1 \). If \( z_i \geq \left\lfloor \frac{b}{a_i} \right\rfloor \) then the following inequality holds

\[
\sum_{t=1, \ldots, I; t \neq i} \frac{a_t z_t}{a_i} \geq \left( 1 + \frac{b}{a_i} - \left\lfloor \frac{b}{a_i} \right\rfloor \right) \left( \left\lfloor \frac{b}{a_i} \right\rfloor - z_i \right) = d_i \left( \left\lfloor \frac{b}{a_i} \right\rfloor - z_i \right),
\] (4.14)

as the left side of the inequality is non-negative and the right side is non-positive. Moreover, if \( z_i \leq \left\lfloor \frac{b}{a_i} \right\rfloor - 1 \), given that \( \frac{b}{a_i} - \left\lfloor \frac{b}{a_i} \right\rfloor + 1 \leq 1 \), from (4.13) we obtain

\[
\sum_{t=1, \ldots, I; t \neq i} \frac{a_t z_t}{a_i} \geq d_i + d_i \left( \left\lfloor \frac{b}{a_i} \right\rfloor - z_i - 1 \right) = d_i \left( \left\lfloor \frac{b}{a_i} \right\rfloor - z_i \right).
\] (4.15)

Now, combine (4.14) and (4.15) we obtain (4.12). \( \square \)

In the following, we present a simple example to show how the inequalities given by (4.12) work. We take a small call center example in which there are only two call types \( \{1, 2\} \) and two agent groups \( \{1, 2\} \). We assume that call type 1 can be served by the two agent groups and call type 2 can be served by only group 2. Let \( x, y \) denote the number of agents in group 1, 2, respectively. Now, suppose that we have added two subgradient cuts \( 0.13x + 0.55y \geq 1.2 \) and \( 1.3y \geq 0.7 \). The set of feasible staffing solutions given by these two cuts is illustrated on the left side of Figure 4.2. Using (4.12), we obtain the following inequalities

\[
\begin{align*}
0.23x + 0.18y &\geq 0.55 \\
y &\geq 1 \\
0.23x + 4.23y &\geq 2.31,
\end{align*}
\]

as illustrated on the right side of Figure 4.2. The hashed area corresponds to the set of points that satisfy the basic constraints but violate the MIR inequalities above. We can see that the
extreme points given by the basic and MIR constraints are integral\(^1\), leading to the fact that we can obtain an optimal integer solution by just solving the continuous relaxation problem. In general cases, the MIR inequalities may not remove all the non-integral extreme points, but they would generally help to improve the solutions of the relaxation problem. It is also beneficial to incorporate MIR inequalities with the L-shaped approach presented in the previous section, as the MIR inequalities may help to tighten the cuts added to the master problem.

Figure 4.2: Strengthening the cutting plane with MIR inequalities

We now consider a set of feasible staffing solutions at scenario \(n\) after adding subgradient cuts and fluid constraints \(P^n = \{ A^n z \leq b^n, \; H^n z + K^n w \leq h^n \} \). We denote by \(J\) the number of rows of matrix \(A^n\), by \(a^n_{ij}\) the element on row \(i\) and column \(j\) of matrix \(A^n\), and by \(b^n_j\) the \(j^{th}\) element of vector \(b^n\). The constraints given by subgradient cuts can be strengthened using Proposition 4.2 as follows.

**Corollary 4.3.** The following inequalities hold for all \(z \in P^n\)

\[
\sum_{t=1,\ldots,I, t \neq i} a^n_{jt} z_t + a^n_{ii} z_i \leq \left\lfloor \frac{b^n_j}{a^n_{ji}} \right\rfloor d^n_{ji} a^n_{ji}, \quad i \in \{1, \ldots, I\}, \; j \in \{1, \ldots, J\}, \; a^n_{ji} \neq 0, \tag{4.16}
\]

where \(d^n_{ji} = b^n_j / a^n_{ji} - \left\lfloor b^n_j / a^n_{ji} \right\rfloor + 1\).

Since inequalities (4.16) hold for all \(z \in P^n\), we can add these to each scenario in (P4.4) to strengthen linear cuts (4.9) or (4.11), which may help to improve the L-shaped algorithm.

### 4.4.5 Simulation-based Decomposition Algorithm

In this section we present our simulation-based decomposition algorithm. Basically, the algorithm consists of two main steps. First, we solve the staffing optimization problem for each

\(^1\)The grid of the graph is by step of 2, so it does not represent all the integral points.
scenario separately to approximate the chance constraints by linear cuts. In the second step, we iteratively solve the two-stage stochastic linear programs in which the chance constraints are replaced by linear cuts using a L-shaped algorithm. If the second-stage solution given by the L-shaped is not feasible to the chance constraints, we use simulation to generate more linear cuts (4.3) to better approximate the chance constraints. This iterative procedure stops when we find a first- and second-stage solution satisfying all the chance constraints. We summarize these steps in Algorithm 4.2. We can also show that, under some conditions, the algorithm stops after a finite number of steps (Proposition 4.4).

Algorithm 4.2: Simulation-based decomposition algorithm with strengthened cuts

# 1. Initializing
- Select a threshold $\rho > 0$ to determine a “concave region” of function $(\hat{g}_M)$, e.g., $\rho = 0.5$
- Select step size $d \in \mathbb{N}^+$
- Add preliminary constraints using the fluid scheduling model

# 2. Iteratively adding linear cuts for each scenario
for $n = 1, \ldots, N$
do
repeat
Solve \( \min_{z,w} \left\{ c^Tz | A^n z \leq b^n, \mathcal{H}^n z + \mathcal{K}^n w \leq h^n \right\} \) to obtain a solution $z^*$

# 2.1 For each call type $k$ with too small probability value, add more agents to the groups that can serve that call type
repeat
Run the simulation with staffing $z^*$ to obtain $\hat{g}_M(z^*; \xi_n)$

$\bar{k} = \arg\min_k \hat{g}_{k,M}(z^*; \xi_n)$

if $\hat{g}_{\bar{k},M}(z^*; \xi_n) < \rho$ then

$z_{i}^* = z_{i}^* + 1, \forall i \in G_{\bar{k}}$

Until $\hat{g}_{\bar{k},M}(z^*; \xi_n) \geq \rho, \forall k$

# 2.2 Add subgradient cuts
for $k = 0, \ldots, K$ do

if $\hat{g}_{k,M}(z^*; \xi_n) < 1 - \delta_k$ then

Add subgradient cut (4.3) to the set \( \{A^n z \leq b^n\} \)

Until $\hat{g}_{k,M}(z^*; \xi_n) \geq 1 - \delta_k, \forall k$

- Add valid inequalities for each subgradient cuts initialized (Corollary 4.3)

# 3. Iteratively solving the linear problem and adding more linear cuts
repeat

# 3.1. Solve the sub-problem to obtain a first- and second-stage solution
- Solve sub-problem (P4.4) using the L-shaped (Algorithm 4.1) or a MIP solver and obtain a solution $x^*$
- Compute $(r_{n}^{*+}, r_{n}^{*-}) = \arg\min_{r_{n}^{+},r_{n}^{-}} \mathcal{Q}_{M}(x^*; \xi_n), \ n = 1, \ldots, N$

# 3.2. Add more linear cuts if there are unsatisfied chance constraints
for $n = 1, \ldots, N; \ k = 0, \ldots, K$ do

$z_{n}^{*} = x^* + r_{n}^{*+} - r_{n}^{*-}$

if $\hat{g}_{k,M}(z_{n}^*; \xi_n) < 1 - \delta_k$ then

Add subgradient cut (4.3) and corresponding MIR inequalities (4.12) to the set \( \{A^n z \leq b^n\} \)

Until $\hat{g}_{k,M}(x^* + W y_{n}; \xi_n) \geq 1 - \delta_k, \forall n, \forall k$ # Terminate the algorithm when all the constraints are satisfied
Proposition 4.4. Assume that the arrival rates are always bounded from above and the set $X$ of feasible solutions at the first stage is finite. Then Algorithm 4.2 stops after a finite number of iterations.

Proof. The L-shaped algorithm always stops after a finite number of steps. This is due to the limited number of possible first-stage solutions (see Birge and Louveaux, 2011, Page 291). In Step 1 and 3 of Algorithm 4.2, for each scenario, each time when a staffing solution is infeasible, this solution is removed by subgradient cuts. Moreover, as the arrival rates are always bounded from above, the number of infeasible solutions $(r^+, r^-)$ at a second-stage problem is also finite, so the number of added cuts for each scenario should also be finite. This remark leads to the fact that Algorithm 4.2 converges after a finite number of iterations.

Note that if the the arrival rates are always bounded, we can always choose a staffing large enough such that all the probability constraints are satisfied. So, without loss of generality we can assume that the set of feasible staffing solutions at the first stage $X$ is finite.

Steps 1 and 2 of Algorithm 4.2 are basically a procedure to separately solve the staffing optimization problem for each scenario, i.e., for each scenario we iteratively generate cuts and solve the corresponding linear programs until getting a staffing solution satisfying all the chance constraints. An important step of the algorithm is that when there is a call type of which the corresponding probability value are too small, then we need to adjust the staffing, as the current staffing may not belong to the concave region of the probability function and would result in bad cuts. Moreover, since the linear cuts added after Step 1 and 2 of Algorithm 4.2 might be insufficient to approximate the chance constraints, in Step 3 we need to solve the approximate problem (P4.4) to get first- and second-stage solutions and add more cuts if these solutions do not satisfy the chance constraints. In Step 3.1, we can either solve (P4.4) by a MIP solver (e.g., CPLEX) if it is not too large, or use the L-shaped in a large-scale setting.

4.5 Numerical Experiments

In this section, we evaluate the performance of the proposed simulation-based decomposition algorithm using the data from three call centers of different sizes. We also compare our approach with the algorithm presented in Chan et al. (2016), which solves (P4.4) directly by a mixed-integer linear programming solver (e.g., CPLEX). The problem (P4.4) can be formulated as
the following deterministic equivalent problem

\[
\begin{align*}
& \text{(MIP)} \\
& \begin{cases}
\min & c^T x + \frac{1}{N} \sum_{n=1}^{N} \left[ (c^+)^T r^+_n + (c^-)^T r^-_n \right] \\
\text{subject to} & A^n(x + r^+_n - r^-_n) \leq b^n, \forall n = 1, \ldots, N \\
& H^n(x + r^+_n - r^-_n) + K^n w \leq h^n, \forall n = 1, \ldots, N \\
& r^+_n, r^-_n \in \mathbb{N}^I, \ w \geq 0
\end{cases}
\end{align*}
\]

We denote Algorithm 4.2 as LS and the approach in which (P4.4) is solved directly by a MIP solver (e.g., CPLEX) as DE (deterministic equivalent). We use three call center examples to conduct the experiments.

### 4.5.1 Experimental Settings

In our experiments, the agents’ costs are defined based on the number of skills in the agent’s skill set as

\[ c_i = 1 + 0.05(|S_i| - 1) \text{ for all } i, \]

where \(|S_i|\) is the cardinality of \(S_i\), \(c = (c_1, \ldots, c_I)^T\). We consider three cases corresponding to different costs of adding and removing agents, i.e., R1, R2, R3 as shown in Table 4.1.

<table>
<thead>
<tr>
<th>Test cases</th>
<th>(c^+)</th>
<th>(c^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>2c</td>
<td>0.5c</td>
</tr>
<tr>
<td>R2</td>
<td>1.5c</td>
<td>0.75c</td>
</tr>
<tr>
<td>R3</td>
<td>1.1c</td>
<td>0.9c</td>
</tr>
</tbody>
</table>

**Table 4.1:** Costs of adding and removing agents

We now describe the uncertainty of the arrival rates in these examples. The arrival rate \(\lambda_k\) of type \(k\) of a day (this rate stays constant throughout the day) is a random variate (realization) of random variable \(\Lambda_k\), which is the product of two random variables. That is, \(\Lambda_k = \xi_k \beta_k\), where \(\beta_k\) is the busyness factor of the day (see Avramidis et al., 2004) and follows a symmetric triangular distribution of mean and mode 1, minimum 0.9, and maximum 1.1. The variable \(\xi_k\) represents the random “mean” arrival rate of type \(k\). For the different \(k\), we suppose that \(\xi_k\) is normally distributed. In the first stage of the staffing problem, both \(\theta_k\) and \(\beta_k\) are random variables. In the second stage, \(\xi_k\) is known, but \(\beta_k\) remains random. Here, we acknowledge that this is an artificial assumption and probably unrealistic. Our objective here is not to solve realistic problems based on real data, but to explore the efficiency of our decomposition approach.

We compare the two solution methods described (i.e., LS and DE) on three instances that correspond to a small (Section 4.5.2), a medium (Section 4.5.3) and a larger (Section 4.5.4) call center. In the experiments, we use the multi-cut LS (Algorithm 4.1) as we will show later.
that the multi-cut version outperforms the single-cut one, especially for medium and large call centers.

To perform the experiments, for each case (R1, R2 or R3), we independently generate some sets of scenarios. Each set of scenarios corresponds to an instance to be solved. For each instance and across the scenarios, we use the same sample size but independent random numbers to simulate the probability functions.

To assess the solution quality, we also provide a study to validate the first-stage solutions returned by the LS and DE on different sets of scenarios. More precisely, for the small, medium and large call centers, we generate three sets of 1000, 100 and 100 scenarios, respectively. These sets are independent of those used to obtain the first-stage solutions. Then, we compute the “out-of sample” costs given by the first-stage solutions returned by the LS and DE approaches on the new sets of scenarios.

The experiments were conducted on a machine running Debian 8 with Intel(R) Xeon(R) CPU E5620 (2.40GHz). The computer has 8 physical CPUs and 98GB of memory. The simulations were performed using the ContactCenters simulation library (Buist and L’Ecuyer, 2005), developed with the SSJ simulation package (L’Ecuyer et al., 2002). The algorithm was coded in MATLAB and linked to IBM ILOG CPLEX 12.6 optimization routines under default settings. To speed up the computation, the steps of performing simulation and adding subgradient cuts for each scenario are parallelized using the 8 physical CPUs.

4.5.2 Case Study 1: A Small Call Center

We first consider a small call center with $K = 2$ call types and $I = 2$ agent groups, with $S_1 = \{1\}$ and $S_2 = \{1, 2\}$. The motivation behind the use of this small example in our experiments is that, with a large number of scenarios, the DE approach would become expensive and the use of the decomposition method would be helpful to find good solutions in short computing time.

We assume that (i) each caller abandons with probability 2% if it has to wait, (ii) patience times are exponential with means 10 and 6 minutes, (iii) for different $k$, we suppose that the “mean” arrival rate $\xi_k$ is normally distributed with mean 100 and 70 calls per hour and 15% standard deviations from the means, and (iv) all service times are exponential distribution with means 10 and 7.5 minutes. In these experiments, we choose the parameters as follows: the acceptable waiting times are $\tau_k = \tau_0 = 120$ (seconds), the targets of SLs for all call types are $l_k = 80\%$ for $k = 1, \ldots, K$, and $l_0 = 85\%$ for aggregated one. For each case (R1, R2 and R3), we generate 5 independent sets of 100, 200, 300, 400, 500 scenarios. The fluid parameters $\alpha$ are chosen as $\alpha_k = 1$, for all $k = 1, \ldots, K$. 
<table>
<thead>
<tr>
<th>N</th>
<th>Methods</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Time (s)</td>
<td>Out-of-sample cost</td>
<td>Cost</td>
</tr>
<tr>
<td>100</td>
<td>LS</td>
<td>32.72</td>
<td>73</td>
<td>33.13</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>32.65</td>
<td>275</td>
<td>33.03</td>
</tr>
<tr>
<td>200</td>
<td>LS</td>
<td>32.74</td>
<td>296</td>
<td>33.13</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>32.74</td>
<td>693</td>
<td>33.13</td>
</tr>
<tr>
<td>300</td>
<td>LS</td>
<td>33.00</td>
<td>456</td>
<td>33.13</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>32.96</td>
<td>838</td>
<td>33.03</td>
</tr>
<tr>
<td>400</td>
<td>LS</td>
<td>32.58</td>
<td>611</td>
<td>33.15</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>32.58</td>
<td>982</td>
<td>33.15</td>
</tr>
<tr>
<td>500</td>
<td>LS</td>
<td>32.82</td>
<td>771</td>
<td>33.13</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>32.81</td>
<td>1133</td>
<td>33.03</td>
</tr>
</tbody>
</table>

Table 4.2: Agent costs, CPU times and out-of-sample costs given by the retained first-stage solutions for the small call center

For the DE, the (MIP) model is typically large and cannot be solved to optimality by CPLEX within a time budget of several hours. So, we set the time limit to 200 seconds and the optimal gap to 0.05% for the CPLEX’s MIP solver. The first step (Initialization) takes about 85 and 400 seconds for the instances of 100 and 500 scenarios, respectively. This step is the same for the LS and DE, so we only compare the computing time for the last step, i.e., solving the two-stage stochastic linear programs and generate more cuts by simulation. The LS method needs only few seconds to give a solution. The remaining time is for simulation. The results obtained by the LS and DE in three cases R1, R2, R3 are reported in Table 4.2, in which we indicate the better costs and CPU times in bold.

The results in Table 4.2 show that, while the objective values given by the both approaches are quite similar, the DE gives slightly better costs in 11/15 instances. However, in terms of computing time, the LS performs remarkably faster than the DE for all the instances. The reason is that the L-shaped method is able to return solutions in few seconds, while the CPLEX solver always exceeds the time budget of 200 seconds. Regarding the out-of-sample evaluation, the both methods return the same costs, i.e., same first-stage solutions, in 5/15 instances. The DE gives better out-of-sample costs in 9/15 instances and a worse cost in one instance. However, the out-of-sample costs given by the two methods are quite close in value.

4.5.3 Case Study 2: A Medium Call Center

In this section, we consider a medium-size call center with $K = 6$ call types and $I = 8$ agent groups. We assume that (i) the callers do not abandon immediately in case they have to wait, (ii) patience times are exponential with means between 36 and 52 minutes, (iii) for different $k$, we suppose that $\xi_k$ is normally distributed with mean from 0.45 to 9.15 calls per minute and 10% standard deviations from the means, and (iv) all service times are Log-Normal distribution such that average service times take the values between 5.1 and 11.3 minutes. In our experiments,
we choose the parameters as follows: the acceptable waiting times are $\tau_k = \tau_0 = 120$ (seconds) and the targets for SLs are $l_k = 80\%$ for all $k = 0, \ldots, K$. We test our approach with two sets of targets for the chance constraints, namely, (i) $1 - \delta_0 = 85\%$ and $1 - \delta_k = 80\%$, $k = 1, \ldots, K$, and (ii) $1 - \delta_0 = 95\%$ and $1 - \delta_k = 90\%$ for $k = 1, \ldots, K$. We choose $\alpha = (1, 4, 1, 2, 1, 3)$. These values are adjusted manually to ensure that the fluid scheduling model well identifies the concave regions of the probability functions.

Given the fact that in this case, the simulation is more expensive as compared to the small-size call center, we only consider instances of less than 100 scenarios. More precisely, for each case R1, R2 or R3, we independently generate instances of 20, 50, 70 scenarios and we use the sample size $M = 1000$ to approximate the chance constraints. We solve each instance and report the corresponding first-stage solution. For the validation study, we generate a set 100 scenarios that are independent of those used to obtain the first-stage solutions, acknowledging that 100 is rather small for a validation study, but we still keep this number due to the expensiveness of the validation.

In Table 4.3, we report the results obtained by the LS and DE algorithms. We indicate in bold the better costs and shorter CPU times and note that the common step (Step 1 in Algorithm 4.2) takes about 0.14, 0.22 and 0.38 hour for the instances of 20, 50 and 70 scenarios, respectively.

In this experiment, while the L-shaped method always requires less than one minute to return a solution, the CPLEX solver always exceeds the time budget of 10 minutes. The results show that the total costs given by the two methods are quite similar. However, the LS gives slightly better agent costs in 13/18 instances. It is also clear from the table that the LS requires remarkably less CPU time as compared to the DE counterpart. The validation study also indicates that the both approaches perform quite similarly in terms of first-stage solutions, as the validation costs given by the LS and DE are quite close in value. However, the LS is able to return better “out-of-sample” costs in 11/18 instances. Looking more closely to the validation study, we also notice that, for the test cases R2 and R3, we obtained better first-stage solutions when increasing the number of scenarios. It is not the case for the R1 instances when the differences between $c^+$ and $c^-$ are higher as compared to those in R2 and R3. For these instances, it seems that increasing the number of scenarios from 20 to 70 does not really help to improve the first-stage solutions.

In Table 4.4, we report the first-stage solutions, first-stage costs as well as the averages of the numbers of adding/removing agents for the three cases with $N = 70$ scenarios. Similar to the case of the small call center, we also see that the first-stage costs given by R1 and R2 are also higher than the costs of R3, and the averaged $r^+$ given by R1 and R2 are smaller than those given by R3.
Table 4.3: Agent costs, CPU times and out-of-sample costs given by the retained first-stage
solutions for the medium-size call center

<table>
<thead>
<tr>
<th>$(1 - \delta_k, 1 - \delta_0)$</th>
<th>Models</th>
<th>Algorithms</th>
<th>$x^T$</th>
<th>$c^T x$</th>
<th>Averaged $r^+$</th>
<th>Averaged $r^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.80, 0.85)$</td>
<td>R1</td>
<td>LS</td>
<td>(33, 26, 88, 6, 0, 0, 4, 11)</td>
<td>181.30</td>
<td>4.11</td>
<td>10.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>(34, 26, 88, 6, 0, 0, 5, 10)</td>
<td>182.40</td>
<td>3.78</td>
<td>11.27</td>
</tr>
<tr>
<td></td>
<td>R2</td>
<td>LS</td>
<td>(33, 26, 92, 6, 0, 0, 6, 10)</td>
<td>187.70</td>
<td>4.30</td>
<td>14.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>(34, 26, 92, 5, 0, 0, 6, 11)</td>
<td>186.60</td>
<td>3.99</td>
<td>11.34</td>
</tr>
<tr>
<td></td>
<td>R3</td>
<td>LS</td>
<td>(33, 23, 84, 7, 0, 0, 3, 4)</td>
<td>165.90</td>
<td>15.36</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>(33, 23, 84, 8, 0, 0, 2, 5)</td>
<td>167.10</td>
<td>14.06</td>
<td>8.67</td>
</tr>
</tbody>
</table>

| $(0.90, 0.95)$ | R1     | LS         | (37, 25, 91, 4, 3, 0, 6, 7)  | 186.70 | 4.71 | 10.69 |
|                 |        | DE         | (36, 26, 92, 4, 2, 0, 6, 7)  | 186.55 | 4.76 | 10.63 |
|                 | R2     | LS         | (32, 27, 93, 7, 2, 0, 4, 12) | 190.90 | 5.21 | 11.04 |
|                 |        | DE         | (32, 27, 94, 6, 2, 0, 4, 13) | 192.00 | 4.63 | 11.20 |
|                 | R3     | LS         | (32, 24, 86, 8, 0, 0, 3, 5)  | 170.15 | 17.33 | 10.66 |
|                 |        | DE         | (32, 24, 86, 8, 0, 0, 3, 5)  | 170.15 | 17.03 | 10.11 |

Table 4.4: First-stage solutions, first-stage costs and averaged numbers of adding/removing
agents for $N = 70$ for the medium call center

4.5.4 Case Study 3: A Larger Call Center

We now consider a larger call center with $K = 20$ call types and $I = 15$ agent groups. Similarly
to the previous call centers, we also make some assumptions, namely, (i) the callers abandon
with probability 0.1 in case they have to wait, (ii) all patience times are exponential distributions
with means 6 minutes (iii) for different call type $k$, the arrival rate $\xi_k$ is normally distributed
with mean from 130 to 260 calls per hour and 10% standard deviations from the means, and
(iv) all service times are exponential distributions with means 7.5 minutes. We choose the
parameters as follows: the acceptable waiting times are $\tau_k = \tau_0 = 20$ (seconds), the targets of
SLs are $l_k = 50\%$ for $k = 1, \ldots, K$ and $l_0 = 80\%$. For the chance constraints, we also test our
approach with two sets of targets, namely, (i) $1 - \delta_0 = 85\%$ and $1 - \delta_k = 80\%$, $k = 1, \ldots, K$,.
and (ii) $1 - \delta_0 = 95\%$ and $1 - \delta_k = 90\%$ for $k = 1, \ldots, K$. We use the sample size $M = 1000$ to approximate the probability functions in the chance constraints. For each case R1, R2 and R3, we test the LS and DE by independently generating sets of 20, 50 and 70 scenarios. For the DE method, we give CPLEX a time budget of 10 minutes and a MIP-gap of 0.05%. The fluid parameter are chosen as $\alpha_k = 1$, for all $k = 1, \ldots, K$.

<table>
<thead>
<tr>
<th></th>
<th>Cost</th>
<th>CPU time (s)</th>
<th>Out-of-sample cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cases</td>
<td>LS</td>
<td>DE</td>
</tr>
<tr>
<td>(0.80,0.95)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1</td>
<td>20</td>
<td>156.62</td>
<td>156.75</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>157.13</td>
<td>157.2</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>157.66</td>
<td>158.65</td>
</tr>
<tr>
<td>r2</td>
<td>20</td>
<td>157.47</td>
<td>158.31</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>156.54</td>
<td>156.67</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>154.86</td>
<td>156.11</td>
</tr>
<tr>
<td>r3</td>
<td>20</td>
<td>161.61</td>
<td>164.37</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>154.65</td>
<td>154.86</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>155.72</td>
<td>159.18</td>
</tr>
<tr>
<td>(0.90,0.95)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r1</td>
<td>20</td>
<td>170.23</td>
<td>170.18</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>171.55</td>
<td>171.68</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>172.44</td>
<td>172.61</td>
</tr>
<tr>
<td>r2</td>
<td>20</td>
<td>172.02</td>
<td>171.95</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>169.97</td>
<td>170.01</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>169.63</td>
<td>169.77</td>
</tr>
<tr>
<td>r3</td>
<td>20</td>
<td>168.37</td>
<td>168.44</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>167.17</td>
<td>167.64</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>167.38</td>
<td>167.8</td>
</tr>
</tbody>
</table>

Table 4.5: Agent costs, CPU times and out-of-sample costs given by the retained first-stage solutions for the large-size call center

Table 4.5 reports the results obtained by the LS and DE algorithms, with a note that the CPU times for the Initialization step (Step 1 of Algorithm 4.2) are from 1.6 to 4.0 hours for instances of 20 to 70 scenarios.

In general, we observe that the costs given by the LS and DE are close in value. The cost given the LS approach are slightly better in 16/18 instances, while being slightly worse in 2/18 instances. In the validation study, the LS gives slightly better “out-of-sample” costs in 15/18 instances. So, in general, the LS performs better than the DE in terms of solution quality. It seems, as expected, that the “out-of-sample” costs are improved when we increase the number of scenarios.

In terms of computing time, the LS requires significantly less computing time in all the instances. Note that the computing time for the LS and the DE can be approximated as $(\nu_{LS} + \nu) \times t$ and $(\nu_{DE} + \nu) \times t$, respectively, where $\nu_{LS}$ stands for the total computing time to solve (P4.4) by the LS method (Algorithm 4.2), $t$ is the number of iterations, $\nu_{DE}$ stands for the total computing time required by CPLEX to solve (MIP), $\nu$ is the CPU time required to perform simulation and add more subgradient cuts for unsatisfied chance constraints (Step 2.2 in Algorithm 4.2). For the medium and large examples, $\nu_{LS}$ is very small (matter of seconds, see Table 4.8 below)
as compared to $\nu_{DE}$ (set as 10 minutes) and in most of the cases, the number of iterations $t$ for the LS is typically smaller than for the DE. This explains why the LS is faster than the DE in all instances.

Table 4.6 reports the first-stage solutions, first-stage costs and the average numbers of adding/removing agents for R1, R2, R3 when we use LS and DE. Similarly to the cases of small and medium call centers, we observe that in all three cases, LS always gives lower first-stage costs as compared to DE. The results obtained by using LS and DE also show that the first-stage costs in R1 and R2 are larger than in R3. Moreover, we also obtain higher first-stage costs with higher targets. In addition, in R1 and R2, the average numbers of adding or removing agents are less than in the R3 case.

<table>
<thead>
<tr>
<th>$(1 - \delta_k, 1 - \delta_0)$</th>
<th>Models</th>
<th>Algorithms</th>
<th>$x^T$</th>
<th>$c^T x$</th>
<th>Averaged $r^+$</th>
<th>Averaged $r^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0.50,0.50)$</td>
<td>R1</td>
<td>LS</td>
<td>$(20, 0, 3, 15, 0, 0, 21, 12, 15, 7, 12, 5, 6, 8)$</td>
<td>156.05</td>
<td>1.44</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>$(21, 0, 2, 16, 0, 4, 22, 13, 14, 10, 11, 2, 4, 5, 6)$</td>
<td>157.5</td>
<td>1.35</td>
<td>3.50</td>
</tr>
<tr>
<td>$(0.80,0.85)$</td>
<td>R2</td>
<td>LS</td>
<td>$(20, 0, 5, 15, 0, 0, 22, 12, 13, 10, 11, 6, 5, 5, 5)$</td>
<td>156.1</td>
<td>1.33</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>$(19, 0, 5, 16, 0, 0, 23, 12, 11, 7, 12, 4, 8, 6, 7)$</td>
<td>157.05</td>
<td>1.70</td>
<td>4.39</td>
</tr>
<tr>
<td>$(0.90,0.95)$</td>
<td>R3</td>
<td>LS</td>
<td>$(19, 0, 6, 17, 0, 0, 21, 13, 15, 7, 11, 5, 3, 2, 7)$</td>
<td>151.85</td>
<td>4.94</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE</td>
<td>$(19, 0, 4, 16, 0, 0, 22, 16, 13, 7, 12, 0, 4, 6, 7)$</td>
<td>151.95</td>
<td>4.58</td>
<td>2.94</td>
</tr>
</tbody>
</table>

Table 4.6: First-stage solutions, first-stage costs and averaged numbers of adding/removing agents for $N = 70$ for the large call center

### 4.5.5 Value of Stochastic Solution

In practice, one could argue that the two-stage stochastic model considered in this paper is too much work, in particular with large-scale call centers, as the model involves a set of solutions instead of one solution as in one-stage models. In this section, we will measure the performance of the two-stage stochastic model using the value of stochastic solution (VSS). More precisely, we solve a much simpler problem in which all the random variables are replaced by their expected values. In our context, it means that we solve the following one-stage staffing optimization...
problem, called the mean value problem

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad \mathbb{P}[S_k(x) \geq l_k \mid \bar{\xi}] \geq 1 - \delta_k, \quad k = 0, \ldots, K, \\
& \quad x \geq 0 \text{ and integer}
\end{align*}
\]

where \( \bar{\xi} \) denotes the expected value of the random variable \( \xi \), i.e., \( \bar{\xi} = \mathbb{E}[\xi] \), and the probability function in (4.17) are computed based on the mean value \( \bar{\xi} \). Let \( x(\bar{\xi}) \) denotes the solution to the above problem. In general, there is no reason to believe that \( x(\bar{\xi}) \) is close to the solution to the recourse problem \((P4.1)\), and the VSS is a concept to measure how bad a decision \( x(\bar{\xi}) \) is, in terms of the recourse model \((P4.1)\).

To compute the VSS, we first solve the mean value problem using the SAA method and a sample size \( M = 1000 \). The VSS then can be computed as the gap between the optimal cost obtained by solving \((P4.2)\) and the cost of the two-stage model \((P4.2)\) given by \( x(\bar{\xi}) \). We compute the VSS for the three instances of 70 scenarios with two sets of targets \((0.80,0.85)\) and \((0.90,0.95)\) as in previous sections. For the costs of the recourse problems, we use those obtained by the LS approach, noting that the costs given by the DE are also quite similar. Table 4.7 reports the VSS as well as the “relative VSS” (in percentage) of the VSS, computed by taking the ratio between the VSS and the agent costs of the recourse problems (by the LS method). The VSS reported are remarkably high, especially with R3 and targets \((0.90,0.95)\). In general, we observe an increment in VSS from R1 to R3, and from moderately low targets \((0.80,0.85)\) to the high ones \((0.90,0.95)\). This clearly indicates the cost of ignoring uncertainty in choosing a staffing decision.

### Table 4.7: Value of stochastic solution (VSS) for the medium and large examples

<table>
<thead>
<tr>
<th>((1 - \delta_k, 1 - \delta_0))</th>
<th>Medium example</th>
<th>Large example</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0.80,0.85))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>4.69 2.55%</td>
<td>8.79 5.58%</td>
</tr>
<tr>
<td>R2</td>
<td>12.86 7.00%</td>
<td>10.28 6.64%</td>
</tr>
<tr>
<td>R3</td>
<td>17.07 9.74%</td>
<td>13.01 8.35%</td>
</tr>
<tr>
<td>((0.90,0.95))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>6.89 3.60%</td>
<td>10.25 5.94%</td>
</tr>
<tr>
<td>R2</td>
<td>15.37 8.08%</td>
<td>11.98 7.06%</td>
</tr>
<tr>
<td>R3</td>
<td>19.88 11.02%</td>
<td>15.16 9.06%</td>
</tr>
</tbody>
</table>

4.5.6 A Comparison of the Single-cut and Multi-cut LS Approaches

In this section, we provide a brief comparison of the performance of the multi-cut and single-cut L-Shaped approaches using the data from the above small, medium and large call centers. For the single-cut approach we have \( L = 1 \), and for the multi-cut one we choose \( L = N \), i.e., we
generate cuts for each scenario. We take R1 instances from the three call centers and we solve each instances by Algorithm 4.2 using the single-cut and multi-cut LS approach. We also set a limit of 300 iterations for the both LS approaches. In Table 4.8 we report the average number of iterations and average CPU time required by both LS approaches, and we indicate in bold the best numbers. The “-” indicates that the corresponding approach fails to converge within the computational budget (i.e., 300 iterations).

For the small call center, the multi-cut approach requires less iterations as compared to the single-cut. However, when the number of scenarios increases, the multi-cut becomes more expensive, i.e. requires more computing time to converge. This is due the fact that, the number of constraints in the master problem of the multi-cut is $N$ times larger than the one given by the single-cut, meaning that the master problem of the multi-cut is more expensive to solve. In the cases of large number of scenarios, even though the multi-cut requires less iterations, the cost to perform each iteration is remarkably higher as compared to the single-cut, leading to the fact that the multi-cut becomes more costly.

For the medium instances, the single-cut approach requires more iterations and also more computing time as compared to the multi-cut version. Interestingly, for the large call center, within a budget of 300 iterations, the single-cut fails to converge in all the instances (indicated by “-”). On the contrary, the multi-cut one converges in about 20 to 60 iterations, and the average CPU times are reasonable (20 to 200 seconds). The results clearly show that, in our context, the multi-cut approach performs better than the single-cut one, in particular for large instances.

<table>
<thead>
<tr>
<th># scenarios</th>
<th>Small call center</th>
<th>Medium call center</th>
<th>Large call center</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300 600 800</td>
<td>20 50 70</td>
<td>20 50 70</td>
</tr>
<tr>
<td>single-cut</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># iterations</td>
<td>7.4 6.6 6.6</td>
<td>71.2 111.5 99.6</td>
<td>-</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td><strong>3.6 6.5 8.9</strong></td>
<td>59.5 98.9 190</td>
<td>-</td>
</tr>
<tr>
<td>multi-cut</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># iterations</td>
<td>4.7 4.4 3.9</td>
<td>26.2 26.2 24</td>
<td>54.2 26.6 23.6</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>4.3 17.9 20.2</td>
<td><strong>17.7 21.1 29.5</strong></td>
<td><strong>156.6 31.6 29.7</strong></td>
</tr>
</tbody>
</table>

| Table 4.8: Comparison of the single-cut and multi-cut approaches |

4.6 Conclusion

In this paper, we considered a staffing optimization problem under arrival rate uncertainty, which can be formulated as a two-stage stochastic programming problem with integer recourse. To efficiently solve the problem, we proposed to use the SAA method and a simulation-based decomposition algorithm. We reported the numerical results based on a small, medium and large-sized call centers. Our results indicated the tractability of the simulation-based decomposition method. More precisely, our algorithm allowed to efficiently solve the staffing problem in reasonable computing time. The results also show that the decomposition approach dominates the DE in terms of computing time, especially for the large call center example.
The performance of the simulation-based decomposition method opens several directions for future research, e.g., the application of the method to the scheduling problem under arrival rate uncertainty. We are also interested in incorporating the decomposition method with several clustering approaches to reduce the computational cost of the two-stage staffing problem.
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Chapter 5

Staffing Optimization via Nonlinear Regression and Linear Programming

In this paper we consider a staffing problem under chance constraints on service level for multi-skill call centers. We propose a way to approximate the QoS via sigmoid functions and design a method that combines nonlinear regression, cut generation and trust region local search to efficiently solve the chance-constrained staffing optimization problem. We test our approach with call center examples up to 65 call types and 89 agent groups. Numerical results show the practical viability of our approach, in terms of solution quality and computing time. The algorithm developed can be used to improve solutions to the two-stage problem considered in Chapter 4. The methodology is general, as it can be applied in other settings, e.g., staffing/scheduling problems in other queuing systems. This work has been presented during the Optimization Day (Montréal, Canada, June 2018) and the 23rd International Symposium on Mathematical Programming (Bordeaux, France, June 2018).
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Abstract

We study a staffing problem in multiskill call centers. The objective is to minimize the total cost of agents under some quality of service (QoS) constraints. The key challenge when solving such a problem lies in the fact that the QoS functions have no closed-form and need to be approximated by simulation. In this paper we propose a new way to approximate the QoS functions by sigmoid ones and design a new algorithm that combines nonlinear regression, cut generations and trust region local search to efficiently find good staffing solutions. We report computational results using examples up to 65 call types and 89 agent groups showing the practical viability of our approach, in terms of solution quality and computing time.

Keywords: Staffing optimization, multiskill call center, nonlinear regression, linear programming, trust region local search.

5.1 Introduction

In a call center, calls are served by agents of different skills. Each call type requires a specific skill, and each agent group may have a number of skills to serve customers, also known as the skill set. The calls arrive randomly according to arbitrary stochastic processes. An arriving call can be served immediately if there is an available agent with the appropriate skill. Otherwise, the call will be placed in a waiting queue. After a (random) patience time, waiting calls may abandon. Skill-based routing strategies specify which agent group serves each call. A day is usually divided into periods. The staffing and scheduling problems aim at minimizing the total cost of agents while satisfying a set of constraints on the quality-of-service (QoS). To be more detailed, the number of agents of each group at each time period will be decided based on distributional forecasts of arrival calls and a stochastic model of the call center. In a staffing problem, we do not consider constraints on agent work schedules and availability. On the other hand, in a scheduling problem, we need to specify a set of admissible work schedules first and then determine how many agents of each skill group to have in each work schedule. For a more
Our aim of this paper is to develop new methodologies that allow to find good staffing solutions in a practical way. We consider a staffing problem with chance constraints on service level for multiskill call centers. To practically solve the problem, we consider its sample average approximation version, which would be able to retain true optimal solutions when the sample size is large enough. The main challenge is that the probability functions in the chance constraints are nonlinear and non-concave, making the identification of optimal solutions (or even near-optimal ones) difficult.

To deal with the issue, we propose a new way to approximate the QoS by sigmoid functions. The advantage of the approach is that, even though the QoS functions are approximated by nonlinear ones, the chance constraints can be well approximated by linear ones. This also allows us to design an iterative procedure based on simulation, nonlinear regression and linear programming to quickly find a staffing solution satisfying the chance constraints. Moreover, observing that the sigmoidal approximations might be only good for some restricted regions, we design a local search algorithm based on the approximation idea allowing to further polish feasible staffing solutions. The idea is as follows. Inspired by the trust-region method in continuous optimization (Conn et al., 2000), from a feasible candidate, we build model functions, which are sigmoidal, that approximate the QoS functions and define a region around the current solution within which we trust the model functions to be adequate representations of the QoS. Then, we can find a next iterate by solving a sub-optimization problem in which the QoS are replaced by the model functions and inside the region that we trust, in the hope of finding a new candidate solution with better objective value. The good thing is that, with the sigmoidal approximations of the QoS, the sub-optimization problems can be linearly formulated and efficiently solved.

Our approach combines nonlinear regression, the cutting plane method (Atlason et al., 2003, Cezik and L’Ecuyer, 2008), and the aforementioned trust-region local search algorithm with gradient estimation. The main algorithm consists of four main steps, namely, two steps to collect QoS values and learn the shapes of the QoS functions via regression, one step to generate linear cuts to approximate the concave regions of the QoS functions, and the final step to improve a feasible solutions by a local search algorithm. Thus, the optimization procedure is basically a sequence of steps of performing simulation to approximate the QoS and solving integer linear programs. We test our approach with problems of various sizes, from a medium call center with 6 call types 8 agent groups, and a large real-size call center with 65 call types and 89 agent groups. The numerical results clearly show the practical efficiency of our approach in finding good staffing solutions in reasonable computational budgets.

The rest of the paper is organized as follows. We review some relevant studies in Section 5.2. Section 5.3 presents a problem formulation and its sample average approximation version for
the staffing optimization in multiskill call centers. In Section 5.4, we present our new approach. Section 5.5 provides numerical results using two call center examples, and Section 5.6 concludes.

5.2 Literature Review

The staffing problem strongly rely on the evaluation of the QoS with different staffing vectors. In the case of single call type, single agent group, the Erlang queuing formula has usually been used to evaluate the QoS. The simplest one is the Erlang C system (Cooper, 1981), also called as M/M/s queue. The model does not consider the blocking and customer abandonment. The inter-arrival times and the service times are assumed to be independent and follow exponential distribution and the system is supposed to be stationary with \( s \) servers. This queuing formula is convenient to use as it allows us to compute the SL quickly. However, it is not very realistic, and a more accurate way to evaluate the QoS is using simulation. Various authors have used simulation in order to solve a staffing and/or a scheduling problem. Atlason et al. (2008) considered a staffing problem with single call type, single agent group and multi-period, under service level (SL) constraints and proposed a combination of simulation, integer programming and the cutting plane method of Kelley (1960). Ceğik and L’Ecuyer (2008) extended this cutting plane method to the staffing problem with multiskill call centers. In other works, Avramidis et al. (2009), Pot et al. (2008), Wallace and Whitt (2005) proposed neighborhood search algorithms, guided by simulation and approximation formula for a single-period, multiskill staffing problem.

The aforementioned papers all consider constraints on average performance measure in the long run. It happens that in some cases, while the average QoS over an infinite number of days is above the target, the observed QoS on a given day is a random variable that may have significant stochastic variance and may be well below the target for a large proportion of the days. Therefore, one may be interested in the probability that the realized QoS of the day meets the constraints. Gurvich et al. (2010) proposed using chance constraints on the random abandonment ratios over a given time period. More precisely, they required that the QoS constraint must be satisfied on at least a fraction \( 1 - \delta \) of the arrival rate realizations, where \( \delta \) is a risk level chosen by the manager. They assume that the arrival rates are random but time-independent. More recently, Excoffier et al. (2015a) and Excoffier et al. (2015b) also consider probabilistic constraints but for a scheduling problem for single call type, single agent group, multi-period call centers, with uncertain arrival rates. In Ta et al. (2016), the authors consider a multi-period staffing problem with chance constraints on service level and average waiting time, for single-skill call centers. A quick and simple method was designed for emergency call centers. In the other works, Chan et al. (2016) and Ta et al. (2018a) study a two-stage staffing problem under arrival rates uncertainty for multiskill call centers. The probabilistic constraints
on service level are considered. In order to solve this problem, Chan et al. (2016) extended the cutting plane method presented in Cezik and L’Ecuyer (2008).

The cutting plane technique (Atlason et al., 2004) is a widely used method to deal with QoS constraints. It is based on the observation that the QoS functions often have “S-shapes” and the optimal solutions, in most of the cases, belong to the concave regions of the QoS functions. This suggests an idea of generating linear cuts to approximate the concave regions of the QoS functions. As being highlighted in several studies (Atlason et al., 2004, 2008, Cezik and L’Ecuyer, 2008, Ta et al., 2018a), there are two issues associated with the approach, namely, (i) the cuts are based on simulation and may remove optimal solutions and (ii) the QoS functions are not concave and determining the concave region of such functions is typically not easy, especially with chance constraints. In many cases, they may lead to bad staffing solutions, i.e., far from the optimal one. These issues have been highlighted in several studies (Atlason et al., 2004, 2008, Cezik and L’Ecuyer, 2008, Ta et al., 2018a).

5.3 Chance-constrained Staffing Optimization in Multiskill Call Centers

We now give a formulation for the chance-constrained staffing optimization in multiskill call centers. There are $K$ call types, $I$ agent groups and one period. Each agent group may have several skills and can serve different call types. To evaluate the quality of the services offered by the call center, we use service level (SL). However, instead of imposing requirements for the expected SL, we are interested in chance constraints on the SL associated with each call type, i.e., we require that the SL target for every call type is satisfied for a large proportion of the days. Finally, to practically solve the resulting chance-constrained problem, we present a sample average approximation formulation in which the chance constraints are approximated by simulation.

5.3.1 Call Center Models

We consider a call center with $K$ call types, labeled from 1 to $K$ and $I$ agent groups, labeled from 1 to $I$. We assume that the calls arrive according to arbitrary stochastic processes that could be non-stationary, and perhaps doubly stochastic (see for instance Avramidis et al., 2004). Arriving calls that find all agents occupied line up in an infinite waiting queue. Arrivals are served in a first-come first-serve order. We denote by $\lambda_k$ the instantaneous arrival rate of calls of type $k$, $S_i \subseteq \{1, \ldots, K\}$ the set of call types that can be served by agent group $i$, $G_k = \{i : k \in S_i\}$ the set of agent groups that can serve call type $k$. For a call of type $k$, we define $1/\mu_{k,i}$ as the mean service time for an agent of group $i$ to serve this call, and we define $1/\nu_k$ as the mean patience
time of this call. In this study, we consider a day with only one period, similarly to Wallace and Whitt (2005) and Cežik and L’Ecuyer (2008). The staffing vector is denoted by a vector \( x = (x_1, \ldots, x_I)^T \) where \( x_i \) is the number of agents in group \( i \).

### 5.3.2 Service Level

Call centers are service systems where the quality of service offered is often measured by the so-called service level (SL). The SL is defined as the proportion of calls that are answered within a maximum wait time threshold. This threshold is often called the acceptable waiting time (AWT). Service level can be defined as an expectation in a long run, or as a random variable in a given time period.

In most of the studies in the literature (see Atlason et al., 2008, Avramidis et al., 2010, Cežik and L’Ecuyer, 2008, for instance), the authors consider the expected service level in the long run

\[
\bar{S}(\tau) = \frac{E[A(\tau)]}{E[N - L(\tau)]}.
\]

where \( A(\tau) \) is the number of answered calls that waited at most the AWT \( \tau \), \( N \) is the number of arrivals, and \( L(\tau) \) is the number of calls having abandoned after a waiting time smaller than or equal to \( \tau \). The SL defined in (5.1) is equal to the fraction of calls answered within \( \tau \) over an infinite number of independent and identically distributed (i.i.d) copies of a time interval. A typical constraint on the expected SL is, for example, that 80% of calls are answered within \( \tau = 20 \) seconds (Cežik and L’Ecuyer, 2008). The SL \( S(\tau) \) is usually approximated by simulation.

More recently, Ta et al. (2016), Chan et al. (2016) consider the SL in a given time period. Since the arrival and service times of calls are not known but are random, the SL in a given time period will be a random variable with a formula defined as

\[
S(\tau) = \frac{A(\tau)}{N - L(\tau)}.
\]

This definition of service level (5.2) can be used in our formulation with chance constraints. For any given fixed staffing of agents, no reliable formula or quick algorithm is available to estimate the distribution of service level but it can be estimated with a long (stochastic) simulation. An example of chance-constraint on the service level is, for example, the probability that at least 95% of calls are answered within \( \tau = 2 \) seconds in a given time period is equal to or greater than 85%. This constraint is used for the model of the Montreal’s emergency call center 911 presented in Ta et al. (2016).
5.3.3 Chance-constrained Staffing Optimization

We are interested in probabilistic constraints on the SLs. In practice, if the manager requires that the SL target is satisfied most of the days then she may be interested in using a distributional chance constraint on $S(\tau)$. She may also consider chance constraints on other performance measures, i.e., average waiting time, abandonment ratio, occupancy ratio, etc. Such constraints can be imposed per call type, per period and globally, with different thresholds.

Given a staffing vector $x$, let $S_k(\tau_k, x)$ be the fraction of calls of type $k$ answered within $\tau_k$ seconds (the SL for call type $k$) for $k = 1, \ldots, K$ and $S_0(\tau_0, x)$ be the fraction of all calls answered within $\tau_0$ seconds (the aggregated SL). All of these are random variables whose distributions depend on the entire staffing. We consider the chance constraints of the form: the probabilities that the service levels are satisfied are no smaller than some given thresholds. More precisely, the constraints can be written as

$$g_k(x) := \mathbb{P}[S_k(\tau_k, x) \geq s_k] \geq l_k, \text{ for all } k = 0, \ldots, K,$$

where $s_k$ is the target of SL for call type $k$ ($k = 1, \ldots, K$) and aggregated one ($k = 0$), $l_k \in [0, 1]$ is the target for probabilistic constraint for call type $k$ ($k = 1, \ldots, K$) and aggregated one ($k = 0$). Our objective is to minimize the operating cost of the center while satisfying a set of chance constraints on SL. The objective function is the sum of costs of all agents, where the cost of an agent is a deterministic function of its set of skills. The problem can be formulated as

$$\begin{align*}
\text{(P5.1)} & \quad \begin{aligned}
\text{minimize} & \quad c^T x = \sum_{i=1}^{I} c_i x_i \\
\text{subject to} & \quad g_k(x) \geq l_k \\
& \quad x \geq 0 \text{ and integer}
\end{aligned}
\end{align*}$$

where $c = (c_1, \ldots, c_I)^T$ is a cost vector, $c_i$ is the cost of an agent in group $i$. In our context, the function $g_k(x)$, $k = 0, \ldots, K$ cannot be easily computed and simulation could be the only viable method for estimating $g_k(x)$.

5.3.4 Sample Average Approximation Formulation

In order to solve (P5.1), one can approximate $g_k(\cdot)$ by simulation and solve the approximated problem instead. Such an approach is often referred to the sample average approximation. Suppose we perform $M$ simulation runs to get the estimates of probabilities. We denote the empirical service level by the $j$-th replication by $\hat{S}_{k,M}^j(\tau_k, x)$ for each call type $k = 1, \ldots, K$ and
for the aggregated one \( (k = 0) \). We denote

\[
\hat{g}_{k,M}(x) = \frac{1}{M} \sum_{j=1}^{M} I[\hat{S}_{k,M}^j(\tau_k, x) \geq s_k], \text{ for all } k = 0, \ldots, K,
\]

where \( I \) is the indicator function. The sample average approximation (SAA) problem is defined as

\[
(P5.2) \begin{cases}
\min_{x} & c^T x \\
\text{subject to} & \hat{g}_{k,M}(x) \geq l_k \\
& x \geq 0 \text{ and integer.}
\end{cases}
\]

We also denote \( g(\cdot) = (g_0(\cdot), \ldots, g_K(\cdot)) \) and \( \hat{g}_M(\cdot) = (\hat{g}_{0,M}(\cdot), \ldots, \hat{g}_{K,M}(\cdot)) \). One can show that, under some conditions, the solution to the SAA problem converges to the true optimal solution when the sample size \( M \) grows to infinity, and the probability of getting an exact solution approaches one exponentially fast when \( M \) increases (see Ta et al., 2018b, for instance).

The main issue when solving \((P5.2)\) is that the function \( \hat{g}_{k,M}(x) \) is nonlinear and may not have a smooth shape because of simulation noises. Previous studies deal with this challenge by using a cutting plane method, i.e., the nonlinear functions are approximated by linear cuts, and a staffing solution can be found by iteratively adding cuts and solving the corresponding linear programs. The performance of the approach, however, strongly depends on the assumption that the probability function has an “S-shape”. So, to obtain good staffing solutions, one needs to well determine the concave regions of the probability function. Another issue of the approach is that the cuts are generated based on subgradients of the probability functions, which only can be approximated empirically via simulation and would be inaccurate due to simulation noises.

The approach presented in the following provides a new way to overcome these issues.

### 5.4 General Methodology

Our approach proposes a new way to approximate the QoS functions (i.e., the probability function defined based on the SLs) by sigmoid functions. This way of approximating the QoS allows to design a regression-based staffing optimization model that can be reformulated into a linear program and can be solved conveniently using a linear solver such as CPLEX. We also use this approximation idea to design a trust region local search method allowing to significantly improve feasible solutions found by the regression-based model or the cutting plane method.
### 5.4.1 Approximating the QoS Functions on SL by Sigmoid Functions

In this section, we present a way to approximate the QoS functions on the SL by sigmoid ones, and show by examples the convenience of using this type of functions. First, as shown in previous studies (Chan et al., 2016, Ta et al., 2018a), with large enough sample size \( M \), the approximated QoS function \( \hat{g}_{k,M} \) should have the following properties

(i) \( \hat{g}_{k,M}(x) \) is a probability function, so \( \hat{g}_{k,M}(x) \in [0, 1] \) for all \( x \in \mathbb{N}^I \),

(ii) \( \hat{g}_{k,M}(0) = 0 \), and \( \lim_{x \to \infty} \hat{g}_{k,M}(x) = 1 \). In general, there exists a staffing vector \( \hat{x} \) such that \( \hat{g}_{k,M}(x) = 1 \) for all \( x \geq \hat{x} \)

(iv) If we fix the vector \( x = x^* \) except for an element \( x_i \) such that the group \( i \) can serve call type \( k \), then the function \( \hat{g}_{k,M}(x_1^*, \ldots, x_i, \ldots x_I^*) \) (\( x_i \) varies) has the shape of a sigmoid function.

In Figure 5.1 we show an example illustrating the “S” shape curve of \( \hat{g}_{k,M} \) (\( k = 1 \)) for a call center with two call types and two agent groups. In this example, we take sample size \( M = 1000 \) and common random numbers across different values of \( x_i \) to simulate \( \hat{g}_{k,M} \).

![Figure 5.1: An “S” shaped curve of \( \hat{g}_{k,M}(x_i) \) (Chan et al., 2016).](image)

According to the aforementioned properties, it seems reasonable to approximate the QoS by sigmoid functions. More precisely, we select the following function defined for a non-negative integer vector \( x \in \mathbb{N}^I \)

\[
h(x, \alpha_k) = \frac{1}{1 + \exp(-((\alpha_k^1)^T x + \alpha_k^0))}, \quad k = 0, \ldots, K, \quad \tag{5.3}
\]

where \( \alpha_k^1 \) is a vector of size \( I \), and \( \alpha_k^0 \) is a scalar. We also require that \( \alpha_k^1, \alpha_k^0 \) are non-negative.

It is also easy to verify the following properties of the function \( h(x, \alpha_k) \):

(i) \( h(x, \alpha_k) \in [0, 1] \), for all \( x \in \mathbb{N}^I \)

(ii) \( h(x, \alpha_k) \) is a monotone increasing function

(iii) \( h(0, \alpha_k) = 1/(1 + \exp(\alpha_k^0)) \), and if \( \alpha_k^0 \) is large enough, then \( h(0, \alpha_k) \approx 0 \)
(iii) \( \lim_{x \to \infty} h(x, \alpha_k) = 1 \)

(iv) If we fix the vector \( x = x^* \) except an element \( x_i \), then the function \( h(x, \alpha_k) \) \( (x_i \text{ varies}) \) displays an “S shaped” curve.

These properties suggest that \( h(x, \alpha_k) \) would be able to fit well with function \( \hat{g}_{k,M}(x) \). In other words, we expect that a linear function can fit well with \( \ln(1/\hat{g}_{k,M}(x) - 1) \).

The parameters \( \alpha \) of the nonlinear function (5.3) can be generally estimated by fitting the QoS function \( \hat{g}_{k,M}(x) \) with the sigmoid one \( h(x, \alpha_k) \). To be more precise, suppose that function \( \hat{g}_{k,M}(x) \) is evaluated at \( T \) points \( (x^1, \ldots, x^T) \), then the parameters \( \alpha_k \) can be estimated solving the following least-squares problem.

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{T} \sum_{t=1}^{T} w_k(x^t) \left( h(x^t, \alpha_k) - \hat{g}_{k,M}(x^t) \right)^2 \\
\text{subject to} & \quad 0 \leq \alpha_k^1 \leq u \\
& \quad 0 \leq \alpha_k^0 \leq u^0,
\end{align*}
\]

where \( w_k(x^t) \) is a weight associated with point \( x^t \), \( u, u^0 \) are upper bounds of the parameters \( \alpha_k^1, \alpha_k^0 \), respectively. These bounds are necessary in order to keep the values of \( \alpha_k \) reasonable when the number of points \( T \) is small. Moreover, the use a weighted least-squares model is motivated by the fact that some points may be more important than others. More precisely, since we want to find staffing solutions as small as possible but still satisfy the QoS constraints, the points with which the QoS values are close to the targets would be more important.

In order to illustrate how functions of the form (5.3) can fit the QoS ones, we present four examples in the following. These examples are based on a small call center of 2 agent groups and 2 call types. There is one group that can serve only one call type, and the other group can serve both call types. We varied the staffing vector and use simulation to generate QoS values. The parameters \( \alpha_k \) are estimated using the least-squares model (5.4) with equal weights and no bound constraints, i.e., \( w_k(x^t) = 1 \), for all \( t \).

**Example 1: Fitting \( \hat{g}_{k,M}(x) \) and \( \ln(1/\hat{g}_{k,M}(x) - 1) \) with different sigmoid and linear functions.** First, we use the example shown in Figure 5.1. In this example, \( \hat{g}_{k,M}(x) \) is a sample average approximation of the probability function of the SL associated with call type \( k \), where \( k \) is the call type served by only one agent group and we use \( M = 1000 \). We evaluated the function at a staffing \( x_i \in \{6, 7, \ldots, 14\} \), where \( i \) is the group that serves call type \( k \). On the left side of Figure 5.2, we plot \( \hat{g}_{k,M} \) and functions of the form \( 1/(1 + \exp(-\alpha_1 x_i + \alpha_2)) \), and on the right side we plot \( \ln(1/\hat{g}_{k,M}(x_i) - 1) \) and linear functions \( -\alpha_1 x_i + \alpha_2 \), where \( \alpha \in \left\{(1.14, 9.9), (1.14, 10.9), (1.24, 9.9)\right\} \). Clearly, with \( \alpha = (1.14, 9.9) \), the corresponding sigmoid and linear functions seem to fit very well with \( \hat{g}_{k,M}(x_i) \) and \( \ln(1/\hat{g}_{k,M}(x_i) - 1) \), in particular
with $x_i \in [6, 14]$ and $\hat{g}_{k,M}(x_i) \in [0.03, 0.998]$. Note that the values $\alpha = (1.14, 9.9)$ are obtained by fitting the sigmoid function with 13 values of $\hat{g}_{k,M}(x)$ (evaluated at $x_i \in \{4, 5, \ldots, 16\}$) using least-squares.

Example 2: Fitting sigmoid and linear functions with different functions $\hat{g}_{k,M}(x)$ and $\ln(1/\hat{g}_{k,M}(x) - 1)$. In this second example we show that a sigmoid function can fit different functions $\hat{g}_{k,M}(\cdot)$. Similar to the previous example, we also select a probability function $\hat{g}_{k,M}(x)$ associated with a call type $k$, we fix a staffing vector $x$ except an agent group $x_i$ and compute $\hat{g}_{k,M}(x_i)$ with $M = 1000$. We select two different arrival rate for call type $k$ and obtain two different functions $\hat{g}_{k,M}(x_i)$ as shown in Figure 5.3. We fit these shapes by two sigmoid functions and fit $\ln(1/\hat{g}_{k,M}(x) - 1)$ with two corresponding linear functions. The graph plots in Figure 5.3 clearly show that the sigmoid functions seems to fit accurately with the two QoS functions.
Example 3: The shapes of \( \hat{g}_{k,M}(x) \) and \( \ln(1/\hat{g}_{k,M}(x) - 1) \) in 3D. The third example is to illustrate how \( \hat{g}_{k,M} \) and \( \ln(1/\hat{g}_{k,M}(x_i) - 1) \) look in 3D. Suppose that \( i, j \) are two agent groups that can serve call type \( k \). We vary both \( x_i, x_j \), so function \( \hat{g}_{k,M}(x) \) becomes \( \hat{g}_{k,M}(x_i, x_j) \). We use \( M = 1000 \) to compute \( 23 \times 32 \) values of \( \hat{g}_{k,M}(x_i, x_j) \), where \( x_i \in \{1, \ldots, 23\} \) and \( x_j \in \{1, \ldots, 32\} \). We draw the 3D surface plots given by \( \hat{g}_{k,M}(x_i, x_j) \) and \( \ln(1/\hat{g}_{k,M}(x_i, x_j) - 1) \) in Figure 5.4, noting that when plotting \( \ln(1/\hat{g}_{k,M}(x_i, x_j) - 1) \) we only select points for which \( \hat{g}_{k,M}(x_i, x_j) \) are greater than 0.01 or less than 0.99 to avoid numerical issues. We see that \( \hat{g}_{k,M}(x_i, x_j) \) on the left hand side seems to have a shape of a sigmoid function. On the other hand, \( \ln(1/\hat{g}_{k,M}(x_i, x_j) - 1) \) seems to have a linear shape.

![3D surface plots of \( \hat{g}_{k,M}(x_i, x_j) \) and \( \ln(1/\hat{g}_{k,M}(x_i, x_j) - 1) \)](image)

Example 4: Fitting \( \hat{g}_{k,M}(x) \) and \( \ln(1/\hat{g}_{k,M}(x) - 1) \) when the sample size is low. In the last example, we show how sigmoid functions can fit \( \hat{g}_{k,M} \) when the number of samples \( M \) is small. We also take a call type \( k \) that is served by group agent \( i \), and we let \( x_i \) varies, other elements of staffing \( x \) are fixed. We use \( M = 20 \) to simulate the values of \( \hat{g}_{k,M}(x_i) \) for \( x_i \in \{4, 6, \ldots, 24\} \). These values are also used to estimate the parameter \( \alpha \) of function \( h(x_i, \alpha) = 1/(1 + \exp(-\alpha_1 x_i + \alpha_2)) \) and obtain parameters \( \alpha = (0.5, 7.4) \). In Figure 5.5, we plot the values of \( \hat{g}_{k,M}(x_i) \) and \( \ln(1/\hat{g}_{k,M}(x_i) - 1) \) with \( M = 20 \) and \( M = 1000 \) on the left, and the corresponding sigmoid and linear functions on the right side. It is interesting to remark that even when \( \alpha \) is estimated by values given by a low number of samples (\( M = 20 \)), the shape of \( h(x_i, \alpha) \) and its corresponding linear functions are close to the ones given by \( \hat{g}_{k,M}(x_i) \) and \( \ln(1/\hat{g}_{k,M}(x_i) - 1) \) with much larger number of samples (i.e., \( M = 1000 \)). This observation suggests that the sigmoid functions may well approximate the shapes of the QoS even if the parameters are estimated through noisy observations.

It is also possible to estimate \( \alpha \) by linear least-squares, as we remark that the function \( \ln(1/h(x, \alpha_k) - 1) \) is linear with respect to \( x \). Thus, we can estimate the parameters \( \alpha \) by fitting \( \ln(1/\hat{g}_{k,M}(x)) - 1 \) with linear function \( -(\alpha_k^1 x + \alpha_k^0) \), noting that \( \ln(1/\hat{g}_{k,M}(x) - 1) \) becomes undefined if \( \hat{g}_{k,M}(x) \)
is equal to 0 or 1. To avoid this issue, we define the following function

\[ \nu_{k,M}(x) = \begin{cases} 
\hat{g}_{k,M}(x) & \text{if } 0 < \hat{g}_{k,M}(x) < 1 \\
\nu_1 & \text{if } \hat{g}_{k,M}(x) = 0 \\
\nu_2 & \text{if } \hat{g}_{k,M}(x) = 1 
\end{cases} \]

where \( \nu_1 \) and \( \nu_2 \) are two constants such that \( \nu_1 \) is very close to 0 and \( \nu_2 \) is very close to 1. We will use \( \nu_{k,M}(x) \) throughout the rest of the paper. Basically, the definition of \( \nu_{k,M}(x) \) could cause numerical issues if \( \hat{g}_{k,M}(x) \) can take values very close to 0 or 1. This is however not the case in our context, as \( \hat{g}_{k,M}(x) \) is the average of indicator functions so if \( \hat{g}_{k,M}(x) > 0 \) and \( \hat{g}_{k,M}(x) < 1 \), then we always have \( \hat{g}_{k,M}(x) \in [1/M, 1-1/M] \).

Now, the \( \alpha \) parameters can be obtained by fitting \((-\alpha_1^T x + \alpha_0^T)\) with \( \ln(1/\nu_{k,M}(x) - 1) \) as follows

**(P5.4)**

\[ \begin{align*}
\text{minimize} & \quad \frac{1}{T} \sum_{t=1}^{T} w_k(x^t) \left(-\alpha_1^T x^t + \alpha_0^T - \ln \left( \frac{1}{\nu_{k,M}(x^t)} - 1 \right) \right)^2 \\
\text{subject to} & \quad 0 \leq \alpha_1^T \leq u \\
& \quad 0 \leq \alpha_0^T \leq u^0,
\end{align*} \]

which yields a closed form optimal solution if there is no bound constraints

\[ \alpha_k = (X^T X)^{-1} X^T \hat{g}_k, \quad (5.5) \]

where \( X \) is matrix of size \( T \times I \) whose \( t \)-th row is vector \( (\sqrt{w_t(x^t)^T x^t}, \sqrt{w_t(x^t)}) \) and \( \hat{g}_k \) is a vector of size \( T \) with \( t \)-th element \( \hat{g}_k^t = \sqrt{w_k(x^t)} \ln(1/\nu_{k,M}(x^t) - 1) \). Basically, when the number of samples \( T \) is large enough, one can relax the bound constraints and estimate parameters \( \alpha_k \) by solving system of linear equations \((X^T X) \alpha_k = X^T \hat{g}_k\).

It is interesting to view the above nonlinear regression model as an artificial neutral network (ANN) (Figure 5.6), a well-known and widely used framework in the machine learning literature.

**Figure 5.5:** Fitting \( h(x, \alpha) \) with \( \hat{g}_{k,M} \) with different sample sizes.
This is a simple neural network with $2I$ inputs and $K$ outputs. There are only two layers (input and output) and there is no hidden layer. Moreover, the activation function in the output layer is sigmoid. Among the input nodes, there are $I$ nodes $x_1, \ldots, x_I$ representing the staffing vector. There are also $I$ bias nodes $x'_1, \ldots, x'_I$ that allow to shift the activation function (i.e. sigmoid). In our context, the bias nodes allow to add the scalar $\alpha_0^k$ to the output.

![Figure 5.6: ANN representative of the QoS approximation model](image)

The ANN representation of our regression model opens several ways to extend the nonlinear regression approach. In general, we can incorporate other inputs such as arrival rates or/and service rates to learn how these factors affect the QoS values. This would be useful to tackle large-scale staffing optimization problems under uncertainty. Moreover, if we have enough simulation data, it is natural to add more layers to the ANN to better learn the QoS functions. However, adding more layers would result in highly nonlinear constraints and the integrated optimization model in this case becomes more difficult to solve. Moreover, the learning model will need much more samples to train.

5.4.2 Regression-based Optimization Model

In case that the nonlinear model $h(x, \alpha_k)$ can provide a good approximation of the QoS function $\tilde{g}_{k,M}(x)$, we can replace the chance constraints by constraints on $h(x, \alpha_k)$, which can be transformed into linear ones. We describe the regression-based staffing optimization model in the following. First, let $\alpha^*_k = \{(\alpha^*_k, \alpha^0_k)\}$ denote the set of parameters obtained after fitting function $h(x, \alpha_k)$ with $\tilde{g}_{k,M}(x)$. Given these parameters, we can replace the constraints in (P5.2)
by \( h(x, \alpha_k^*) \geq l_k \), for all \( k = 0, \ldots, K \), and obtain the following integer programming model

\[
\begin{align*}
\min_{x} & \quad c^T x \\
\text{subject to} & \quad \frac{1}{1 + \exp(-(\alpha_k^x)^T x + \alpha_k^{0x})} \geq l_k, \quad k = 0, \ldots, K \\
& \quad x \geq 0 \text{ and integer}
\end{align*}
\]

The constraints in (P5.5) can be transformed into linear ones as

\[
\begin{align*}
\frac{1}{1 + \exp(-(\alpha_k^x)^T x + \alpha_k^{0x})} & \geq l_k \\
\Leftrightarrow & \quad 1 + \exp(-(\alpha_k^x)^T x + \alpha_k^{0x}) \leq 1/l_k \\
\Leftrightarrow & \quad -(\alpha_k^x)^T x + \alpha_k^{0x} \leq \ln(1/l_k - 1).
\end{align*}
\]

So (P5.5) can be equivalently formulated as an integer linear programming model as

\[
\begin{align*}
\min_{x} & \quad c^T x \\
\text{subject to} & \quad (\alpha_k^x)^T x \geq \alpha_k^{0x} - \ln\left(\frac{1}{l_k} - 1\right), \quad k = 0, \ldots, K \\
& \quad x \geq 0 \text{ and integer.}
\end{align*}
\]

Basically, (P5.6) is an integer linear programming model that can be solved conveniently using a commercial solver (e.g. CPLEX). The model in (P5.6) can be used to find good staffing solution in an iterative manner as follows. We iteratively collect staffing solutions to estimate parameters \( \alpha_k \) of the sigmoid functions \( h(x, \alpha_k) \) and solve (P5.6) to obtain new candidate solutions. This approach would be efficient if \( h(x, \alpha_k) \) fit well with the QoS functions, as it would require small number of QoS function evaluations.

In some cases, \( h(x, \alpha_k^*) \) may underestimate or overestimate \( \hat{g}_{k,M}(x) \). In order to (partially) correct the errors in these situations, we define an approximation error associated with each function \( \hat{g}_{k,M}(x) \) as follows

\[
\zeta(x, \alpha_k^*) = \begin{cases} 
\hat{g}_{k,M}(x) - h(x, \alpha_k^*), & \text{if } |\hat{g}_{k,M}(x) - l_k| \leq \tau \\
0 & \text{otherwise}
\end{cases}
\]

where \( \tau \) is a positive threshold. We impose the threshold \( \tau \) in (5.7) to neglect the impact of points that are far from the targets. In other words, we only correct the approximation errors for points whose probability values are close to the targets. Given a solution \( x \), if \( \zeta(x, \alpha_k^*) > 0 \) then \( h(x, \alpha_k^*) \) underestimates \( \hat{g}_{k,M}(x) \) and \( \zeta(x, \alpha_k^*) < 0 \) means that \( h(x, \alpha_k^*) \) overestimates \( \hat{g}_{k,M}(x) \).

Now, assume that we obtain parameters \( \alpha_k^*, \ k \in \{0, \ldots, K\} \) using a training set of \( T \) points. Let \( \bar{x} \) denote the solution given by the regression-based model (P5.6). We can use simulation
to measure the approximation error \( \zeta(\bar{x}, \alpha_k^*) \) at point \( \bar{x} \) and adjust the linear constraints as

\[
h(x, \alpha_k^*) + \zeta(\bar{x}, \alpha_k^*) \geq l_k, \; k = 0, \ldots, K.
\]

Consequently, we can integrate the approximation error and adjust (P5.6) to have the following model

\[
\begin{aligned}
\min_{x} & \quad c^T x \\
\text{subject to} & \quad (\alpha_k^*)^T x \geq \alpha^*_{0,k} - \ln \left( \frac{1}{l_k - \zeta(\bar{x}, \alpha_k^*)} - 1 \right), \; k = 0, \ldots, K \\
x & \in \mathbb{N}^I.
\end{aligned}
\]

The regression-based optimization model can be incorporated with the fitting procedure in an iterative manner to find good staffing solutions. More precisely, at iteration \( t \) we add \( (x^t, \hat{g}_{k,M}(x^t)) \) to the training set of the regression model and update \( \alpha_k^*, \; k \in \{0, \ldots, K\} \). To obtain new solutions, we replace \( \hat{g}_{k,M}(x^t) \) by \( h(x, \alpha_k^*) \) and solve the approximate problem with constraints \( h(x, \alpha_k^*) + \zeta(x^t, \alpha_k^*) \geq l_k, \; k = 0, \ldots, K \), i.e., (P5.6). When the training set has enough points, the parameter estimates \( \alpha_k^*, \; k \in \{0, \ldots, K\} \) will become stable and we can stop the iterative procedure and return the best solution found. In general, this approach does not require to estimate the subgradients as in the conventional cutting plane method, so it is expected to take less simulation time. However, it may not return good quality solutions in cases that the sigmoid functions are not able to accurately approximate the QoS functions.

5.4.3 Cut Generation

We recall the cutting plan method, which is considered as the state-of-the-art approach to deal with staffing optimization problems with constraints on “S-shaped” curve functions (Atlason et al., 2003, Cežik and L’Ecuyer, 2008). This approach typically works well if the concave parts of the QoS function are well determined and the QoS functions display “smooth” shapes.

Consider a QoS function \( \hat{g}_{k,M}(x) \) associated with \( k \in \{0, \ldots, K\} \). Let \( x^* \) be a staffing solution where we would like to generate cuts. We denote by \( q_k(x^*) \) a (tentative) estimation of the subgradient of \( \hat{g}_{k,M}(\cdot) \) at point \( x^* \). This vector has no closed-form and needs to be estimated by simulation. More precisely, we estimate the \( i \)-th element \( q_{k,i}(x^*) \) of \( q_k(x^*) \) by the forward finite difference, with step size \( d \in \mathbb{N}^* \) as

\[
q_{k,i}(x^*) = \frac{\hat{g}_{k,M}(x^* + de_i) - \hat{g}_{k,M}(x^*)}{d},
\]

where \( e_i \) is a unit vector with 1 at the \( i \)-th position and zeroes elsewhere. Normally, we choose \( d = 1 \), but when the function \( \hat{g}_{k,M} \) is not smooth enough (e.g., the number of simulated days \( M \) is small) and (or) not concave, we need to increase \( d \), e.g., \( d = 2 \) or 3. To use the cutting
plane, one need to assume that $q_k(x^*)$ is a good approximation of the subgradient of $\hat{g}_{k,M}$ at point $x^*$. Thus, under the assumption that $\hat{g}_{k,M}(x)$ is “concave” at $x$, the following inequality is valid $\hat{g}_{k,M}(x^*) + q_k(x^*)(x - x^*) \geq \hat{g}_{k,M}(x)$, for all $x \in X$. Since we want to find $x$ such that $\hat{g}_{k,M}(x) \geq \ell_k$, the following inequality needs to hold

$$q_k(x^*)x \geq \ell_k - \hat{g}_{k,M}(x^*) + q_k(x^*)x^*, \quad k = 0, \ldots, K,$$  \hspace{1cm} (5.9)

which is a linear cut that can be used to create an outer approximation of the concave part of $\hat{g}_{k,M}(x)$. It is important to note that $q_k(x^*)$ computed as in (5.8) is not necessary a valid subgradient cut of $\hat{g}_{k,M}$, especially when $M$ is not large enough and $x^*$ does not belong to a concave region of $\hat{g}_{k,M}$. This issue has been pointed out with examples in previous studies, for instance, Atlason et al. (2008) and Chevalier and Van den Schrieck (2008).

An important issue of the cutting plane method is to determine the concave parts of the QoS. Chan et al. (2016) suggested that one can add more constraints based on a fluid scheduling model (Bassamboo et al., 2006) that may eliminate areas of non-concavity. These constraints require additional continuous variables $w_{ki}$ which defines the (fractional) number of agents of group $i$ working on calls of type $k$, as follows

$$\begin{align*}
\sum_{i \in G_k} \mu_{k,i} w_{k,i} &\geq \beta_k \lambda_k, \quad k = 1, \ldots, K \\
\sum_{k \in S_i} w_{k,i} &\leq x_i, \quad i = 1, \ldots, I \\
w_{k,i} &\geq 0, \quad k = 1, \ldots, K, \quad i = 1, \ldots, I
\end{align*}$$  \hspace{1cm} (5.10)

where $\beta = (\beta_1, \ldots, \beta_K)^T$ is a vector of parameters for the fluid model. The parameters $\beta_k$ should be selected such that the initial solution is in a concave region of $\hat{g}_M$. So, with the constraints in (5.10), at each iteration of the cutting plane algorithm, one needs to solve the following linear programming model to obtain a staffing solution

$$(P5.8)$$

$$\begin{align*}
\text{minimize} \quad & c^T x = \sum_{i=1}^I c_i x_i \\
\text{subject to} \quad & Ax \leq b \\
& \mathcal{H} x + K w \leq q \\
& x \in \mathbb{N}^I, \quad w \geq 0,
\end{align*}$$

where $Ax \leq b$ are cuts given by (5.9), $\mathcal{H} x + K w \leq q$ are constraints (5.10) given by the fluid scheduling model presented above.

Here we need to emphasize that the selection of the parameters $\beta$ is critical for the cutting plane method, as it cannot return good staffing solutions if the convex regions of the QoS functions
are not well eliminated. For the expected SL constraints, $\beta$ can be chosen around 1. However, for the chance constraints, this way of selection may not work. We can deal with this issue by manually adjusting the fluid scheduling parameters $\beta$ such that the solutions given by the fluid constraints belong to the concave regions of the QoS. One can show that, under the assumption that the subgradient cuts are well generated from concave regions, we never remove feasible solutions and will end up with an optimal one.

5.4.4 Trust Region Local Search

We design a local search algorithm that allows to improve a feasible solution given by the cutting plane method or the regression-based optimization model described above. The algorithm is inspired by the trust region method in continuous optimization (Conn et al., 2000). This is an iterative approach in which, at each iteration, we build model functions approximating the QoS functions and define a region around the current solution within which we trust the model functions to be adequate representations of the QoS. Then, we find a next iterate by minimizing an optimization problem in which the QoS are replaced by the model functions, and inside the region that we trust, in the hope of finding a new candidate solution with better objective value. The size of the region is reduced or enlarged according to the quality of the new solution found.

The difference between our approach and other conventional trust region algorithms in the literature is twofold. First, we apply the trust-region idea on the constraints while the standard trust-region framework relies on the objective function. Second, we build the model functions based on the idea of approximating the QoS functions by sigmoid ones described above. Technically speaking, we have shown previously that it might be a good idea to approximate the QoS by the nonlinear functions of the form (5.3). So, as a natural consequence, we can approximate $\ln \left(\frac{1}{\nu_{k,M}(x)} - 1\right)$ by linear functions of $x$. This suggests an idea that, instead of using (estimated) gradients of $\hat{g}_{k,M}(x)$, we build the model functions based on the (estimated) gradients of $\ln \left(\frac{1}{\nu_{k,M}(x)} - 1\right)$. We describe our approach in detail in the following.

First, let us define

\[ v_k(x) = \ln \left(\frac{1}{\nu_{k,M}(x)} - 1\right), \quad k = 0, \ldots, K. \]

Now, given a point $\bar{x}$, let $u_k(\bar{x})$ denote a (tentative) estimation of the subgradient $v_k(.)$ at $\bar{x}$. The vector $v_0(\bar{x})$ has no closed-form and need to be approximated by simulation. Similar to the cutting plane approach, the $i$-th element of $u_k(\bar{x})$ can be computed by finite difference as

\[
\begin{align*}
  u_{k,i}(\bar{x}) &= \frac{v_k(\bar{x} + de_i) - v_k(\bar{x})}{d} \\
  &= \frac{1}{d} \ln \left(\frac{(1 - \nu_{k,M}(\bar{x} + de_i))\nu_{k,M}(\bar{x})}{(1 - \nu_{k,M}(\bar{x}))\nu_{k,M}(\bar{x} + de_i)}\right), \quad k = 0, \ldots, K.
\end{align*}
\]  

(5.11)
where \( d \) is a step size. We normally choose \( d = 1 \), but similarly to the cutting plane method, we may need to increase \( d \), e.g., \( d = 2, 3 \) to avoid simulation noises in case the number of samples \( M \) is not large enough.

Given vector \( u_k(\bar{x}) \), we can approximate \( v_k(x) \) by a linear model \( m_k(x) \) such that

\[
\begin{align*}
    m_k(\bar{x}) &= v_k(\bar{x}), \\
    \nabla m_k(\bar{x}) &= u_k(\bar{x}),
\end{align*}
\]

which leads to the following linear model

\[
v_k(x) \approx m_k(x) = v_k(\bar{x}) + u_k(\bar{x})(x - \bar{x}). \tag{5.12}
\]

Here, we note that quadratic model functions are more common to use in the trust region literature. However, a quadratic approximation would require an approximation of the Hessian, which in our context would be even more costly and noisy than the gradient estimation. In addition, we have shown by examples that, in our context, a linear function should be a better choice to approximate \( \ln(1/\beta_{k,M}(.) - 1) \). Moreover, as shown in the following, a linear model function could result in linear sub-problems, which are practically convenient to deal with.

The trust region local search algorithm will work as follows. We start with a feasible solution, i.e., a solution that satisfies the QoS constraints. At each iterate \( t \) with solution \( x^t \) we define a model function \( m_k(x) \) as in (5.12) and a region that we trust. We then solve the optimization model with constraints on \( m_k(x) \) to find a new solution \( \bar{x}^t \). If \( \bar{x}^t \) satisfies the chance constraints and gives lower cost, i.e., \( c^T\bar{x}^t < c^Tx^t \), then we update \( x^{t+1} = \bar{x}^t \), keep or enlarge the trust region, and move to the next iteration. Otherwise, we keep the current solution, i.e., \( x^{t+1} = x^t \), and reduce the region. We stop the algorithm when none of the operations result in a strict decrease in the agent cost.

To obtain a new solution at iteration \( t \) using the model function \( m_k(x) \), we seek a solution of the following sub-problem

\[
\begin{align*}
\text{(P5.9)} \quad \text{minimize} & \quad c^Tx \\
\text{subject to} & \quad m_k(x) = v_k(x^t) + u_k(x^t)(x - x^t) \leq \ln \left( \frac{1}{\beta_k} - 1 \right) \\
& \quad ||x - x^t|| \leq \Delta_t \\
& \quad x \in \mathbb{N}^t, \ w \geq 0,
\end{align*}
\]

where \( \Delta_t \) is the radius of the region that we trust at iteration \( t \), and \( ||x - x^t|| \) is a norm of vector \( x - x^t \). To linearize the constraints of (P5.9), we can choose the 1-norm or \( \infty \)-norm. In our context, we choose the 1-norm, as we want the radius \( \Delta \) bounds the total number of changes.
rather than the maximum change within each group. Moreover, the this norm will result in smaller trust regions (with respect to the number of solutions in the region) as compared to the ∞-norm. More precisely, consider a staffing \( x^t \), the region defined by \(|x - x^t|_\infty \leq 1\) contains staffing solutions obtained by adding (or removing) one agent to every element of \( x^t \). This solution is quite far from \( x^t \), especially when the size of \( x \) is large. On the contrary, the region determined by \(|x - x^t|_1 \leq 1\) only contains solutions obtained by removing (or adding) one agent from \( x^t \). As we need small regions to build accurate model functions, the 1-norm is more convenient to use in our context.

The constraints \(|x - x^t|_1 \leq \Delta_t\) can be linearized using auxiliary variable \( z \in \mathbb{R}^I \) as (i) \( x_i - x^t_i \leq z_i \), (ii) \( x^t_i - x_i \leq z_i \) and (iii) \( \sum_i z_i \leq \Delta_t \). Moreover, we only seek integer solutions, so it requires that \( \Delta_t \geq 1 \). In summary, we can write (P5.9) as a mixed-integer linear program as

\[
\begin{align*}
\text{minimize} \quad & c^T x \\
\text{subject to} \quad & u_k(x^t)^T x \leq \ln \left( \frac{1}{\ell_k} - 1 \right) - v_k(x^t) + u_k(x^t)^T x^t \quad k = 0, \ldots, K \\
& x_i - z_i \leq x^t_i \quad i = 1, \ldots, I \\
& x_i + z_i \geq x^t_i \quad i = 1, \ldots, I \\
& \sum_{i=1}^I z_i \leq \Delta_t \\
& x \in \mathbb{N}^I, \quad z \in \mathbb{R}^I, \quad z \geq 0,
\end{align*}
\]

The above mixed-integer program can be solved conveniently using a MILP solver as CPLEX. During the local search procedure, we iteratively solve (P5.10) to get new solutions. Note that \( x^t \) is feasible for (P5.10) for any \( \Delta_t \geq 0 \), so if \( \bar{x}^t \) is an optimal solution to (P5.10), then we always have \( c^T\bar{x}^t \leq c^Tx^t \). Moreover, if we find a solution \( \tilde{x}^t \) by solving (P5.10) and \( \bar{x}^t \) does not satisfy the chance constraints, then we need to reduce the trust region radius \( \Delta_t \) to improve the accuracy of the model \( m_k(x) \). In the case that \( \Delta_t \leq 1 \) but we still cannot find a solution being feasible to the chance constraints and giving a better agent cost, then we can stop the local search procedure or increase the sample size for the SAA and try a few more steps to check if the current solution can be further improved.

5.4.5 Algorithm

Our algorithm combines the three methods presented above to find good staffing solutions. More precisely, we first use the regression-based approach to collect QoS values and learn the shapes of the QoS functions. This allows us to find staffing solutions satisfying the chance constraints. We then use the cutting plane method to remove infeasible solutions and further improve the solutions found by the regression-based approach (if possible). The motivation behind the
combination of the two approaches is that either the regression-based or the cutting plane may return bad staffing solutions. This issue occurs if the sigmoid functions cannot accurately capture the shapes of the QoS and/or subgradient cuts in the cutting plane procedure cannot accurately outer-approximate the concave regions of the QoS. By combining the two approaches, we hopefully can obtain good staffing solutions satisfying the chance constraints. These feasible solutions then can be further improved via the trust region local search method. Note that, throughout the algorithm, we use common random numbers to simulate the QoS functions with different staffing vectors.

**Algorithm 5.1: Regression-based optimization, cut generation and trust-region local search**

# Step 1. Collect some QoS values and find a staffing solution by the regression-based optimization model

Select a step size $d, s \in \mathbb{N}$ and an initial solution $x$ by solving the staffing optimization model with only the fluid constraints (5.10). Set $S = \emptyset$.

repeat
  1. Select $k = \arg\min_k \hat{g}_{k,M}(x)$, and randomly and uniformly select $i \in \mathcal{G}_k$.
  2. Set $x_i \leftarrow x_i + s$ and compute $\hat{g}_{k,M}(x)$, $k = 0, \ldots, K$, via simulation.
  3. Update the training set $S = S \cup \{(x, \hat{g}_M(x))\}$.
until $\hat{g}_{k,M}(x) \geq l_k$, for all $k = 0, \ldots, K$;

# Step 2. Solve the regression-based optimization model to find a staffing solution

repeat
  2.1. Solve (P5.4) using the training set $S$ to obtain parameters $\alpha$.
  2.2. Solve the regression-based optimization model (P5.7) to get a new solution $\bar{x}$.
  2.3. Simulate to obtain $\bar{x}_k, k = 0, \ldots, K$, and update the set $S = S \cup \{(\bar{x}, \bar{g}_M(\bar{x}))\}$.
until We find some feasible solutions or we reach the maximum number of iterations allowed;
Denote by $x^*$ the best feasible solution found so far.

# Step 3. Cut generation

repeat
  3.1. Solve (P5.8) to obtain a solution $\hat{x}$, compute $\hat{g}_{k,M}(\hat{x})$, $k = 0, \ldots, K$ via simulation.
  3.2. For each $k$ such that $\hat{g}_{k,M}(\hat{x}) < l_k$, add a linear cut (5.9) to (P5.8)
until $(\hat{g}_{k,M}(\hat{x}) \geq l_k, \forall k = 0, \ldots, K)$ and $(c^T\hat{x} < c^Tx^*)$;

# Step 4. Trust region local search

Set $t = 0$, denote by $x^t$ the best feasible solution found so far, choose an initial radius $\Delta_t$. Select $0 < \delta_1 < 1 < \delta_2$.

repeat
  4.1. Compute $u_k(x^t)$ by (5.11).
  repeat
  4.2. Solve the trust region sub-problem (P5.10) and obtain $\bar{x}$, compute $\hat{g}_{k,M}(\bar{x})$, $k = 0, \ldots, K$
  via simulation.
  4.3. if $\exists k$ such that $\hat{g}_{k,M}(\bar{x}) < l_k$, then
  | $\Delta_t \leftarrow [\delta_1 \times \Delta_t]$  # reduce the trust region
  else
  | If $c^T\bar{x} < c^Tx^t$, then $\Delta_t \leftarrow [\delta_2 \times \Delta_t]$  # enlarge the trust region
  Until $\Delta_t < 1$ or $\bar{x} = x^t$ or $(c^T\bar{x} < c^Tx^t$ and $\hat{g}_{k,M}(\bar{x}) \geq l_k, \forall k)$;
  4.4. If $c^T\bar{x} < c^Tx^t$ and $\hat{g}_{k,M}(\bar{x}) \geq l_k, \forall k$, then set $x^{t+1} = x^t$, $t \leftarrow t + 1$.
Until $\Delta_t < 1$ or $\bar{x} = x^t$;
Return $x^t$.

We describe our approach in Algorithm 5.1. The algorithm consists of four main steps. In Step 1, we start by an initial staffing solution given by the fluid model. The parameters of the fluid model are chosen in such a way that the initial QoS values are small (e.g., less than 0.2). This
allows us to collect points with low QoS values. Then, we select call types for which the QoS values are minimum and we add more agents to the groups that serve these call types. This process allows to improve the QoS from low values until all the chance constraints are satisfied. After Step 1, we can get one feasible solutions and a set $S$ containing several staffing vectors and their corresponding QoS values. In Step 2, we then use this set to estimate the parameters $\alpha$ of the sigmoid functions, and iteratively solve the regression-based optimization model (P5.7) to (hopefully) get a good staffing solution. Note that if the repeat-until in Step 2 terminates when reaching the maximum number of iterations allowed, we return the feasible solution found in Step 1.

After Step 2, we already obtain a feasible solution. The objective of Step 3 is to try to possibly find a better one using the cutting plane method. The cutting plane procedure consists of two main steps, namely, a simulation step to compute subgradient vectors given in (5.9), and a step of adding a linear cut to (P5.8) for each QoS value that does not satisfy the chance constraints. Note that in this step, all the constraints given by the regression model from Step 2 are removed to avoid the situation that the regression model is not accurate and might eliminate good solutions. We stop the cutting procedure when all the constraints are satisfied, or we find a staffing vector giving a higher cost than the solution found from Step 2. The latter occurs when the linear cuts generated are not good and eliminate good staffing solutions. In this situation, the cutting plane method cannot return a better solution than the regression-based approach.

After Steps 1, 2 and 3, we obtain a solution that is feasible to the chance constraints. The final step allows to further improve that solution by searching around its neighbourhood. After getting an estimation of the gradient of $v_k(x^t)$ (Step 4.1), we replace the QoS functions by the approximate model $m_k(\cdot)$ and solve the corresponding sub-problem to find a new candidate solution. In case the solution is not feasible, which means that the approximate models $m_k(\cdot)$ do not provide good approximations to the QoS within the region identified by $\Delta_t$, we need to reduce $\Delta_t$ to improve the accuracy of $m_k(\cdot)$. Moreover, if we find a solution that is identical to the current one $x^t$, then we can stop the local search, as one can show that we cannot find a better solutions by just reducing the trust region. On the contrary, if we come up with a solution being feasible to the chance constraints and giving a better cost as compared to the current one $x^t$, we move to that better solution and continue the local search, and enlarge the trust region. In general, the algorithm stops when we are in a position that the local search cannot further improve the current solution.

5.5 Numerical Experiments

In this section, we present experimental results using two multiskill call center examples, namely, a medium-size example with 6 call types and 8 agent groups, and a large-size call center of 65
call types and 89 agent groups. The latter is inspired by a large real-life call center operated by Bell Canada. This example is also used in previous staffing optimization studies (Cezik and L’Ecuyer, 2008).

5.5.1 Experimental Settings

We test our algorithm with three sets of targets, namely, (i) \( l_0 = 75\% \) and \( l_k = 70\% \), \( k = 1, \ldots, K \), (ii) \( l_0 = 85\% \) and \( l_k = 80\% \), \( k = 1, \ldots, K \) and (iii) \( l_0 = 95\% \) and \( l_k = 90\% \), \( k = 1, \ldots, K \). For short, we denote the three sets of targets as \((70\%, 75\%)\), \((80\%, 85\%)\) and \((90\%, 95\%)\), respectively. The agents costs are defined based on the number of skills in the agent’s skill set as
\[
c_i = 1 + 0.1(|S_i| - 1) \quad \text{for all group } i,
\]
where \(|S_i|\) is the cardinality of \(S_i\).

We assume that calls arrive according to Poisson processes for all the call centers considered. For each call center example, we generate different problem instances by varying the arrival rates. That is, the arrival rate of call type \( k \) is modeled as a random variable \( \Lambda^k = \xi_k B_k \lambda_k \), where \( \lambda_k \) represents the mean of the arrival rate of call type \( k \), \( B_k \) is the business factor of the day and follows a symmetric triangular distribution of mean and mode 1, minimum 0.9 and maximum 1.1, and \( \xi_k \) is used to capture the variation of the arrival rate of call type \( k \) in different scenarios. For each call center example, we generate 10 vector values of \( \{\xi_1, \ldots, \xi_K\} \) around 1 and solve each one with the three sets of targets presented above. So, in total, for each call center example, we have 30 problem instances to be solved. Note that this ways of generating the problem instances is motivated by the fact that the arrival rates are often uncertain and depend on may factor such as the day of the week, time of the day, level of business, holidays and special events (see for instance Channouf et al., 2007, Ibrahim et al., 2016b, Oreshkin et al., 2016).

We solve each instance by our approach (Algorithm 5.1, denoted by RCT, an abbreviation for Regression, Cutting Plane and Trust Region Local Search), the conventional cutting plane (presented in Section 5.4.3, denoted by CP) and the regression-based optimization approach (Step 1 of Algorithm 5.1, denoted by RO). We will compare the three approaches in terms of the agent costs returned and CPU time.

We select a sample size \( M = 1000 \) to approximate the QoS values. Moreover, a same set of realizations used to approximate the QoS is reused during the optimization process. The solutions obtained by different approaches are then evaluated via an out-of-sample study. More precisely, for each solution \( x \), we compute the corresponding QoS values with a larger sample size \( M' = 2000 \) and 10 sets of realizations that are independent of those used to obtain the
solutions. Then, we report the average number of QoS values that violate the requirements, i.e.,
\[ \hat{g}_{k,M}(x) \leq l_k - \kappa, \quad k = 0, \ldots, K. \] Here, we use two values of \( \kappa \), namely, \( \kappa = 0 \) and \( \kappa = 0.005 \). The former refers to the exact chance constraints, while for the latter we relax a bit the QoS requirements.

The CP is implemented as follows. We first solve the linear model with the fluid constraints in (5.10) to obtain an initial solution \( x_0 \). At each iteration, we compute an estimation of the gradient of \( \hat{g}_{k,M}(x^*) \) using (5.8) with \( d = 1 \), where \( x^* \) is the staffing solution chosen to generate cuts. If \( \min_{i=1,\ldots,I} q_{k,i}(x^*) < 0 \) or \( \max_{i=1,\ldots,I} q_{k,i}(x^*) \leq 0 \), i.e. \( q_k(x^*) \) has a negative element or there is no positive element in \( q_k(x^*) \), then we increase the step size \( d \leftarrow d + 1 \) and re-compute the subgradient. Otherwise, we generate linear cuts of the form linear model (P5.8). We also require that the step size cannot exceed the maximum value allowed \( d_{\text{max}} \), i.e., the cutting plane stops if \( d \geq d_{\text{max}} \) and in this situation the method fails to solve the staffing problem. We choose \( d_{\text{max}} = 5 \). Moreover, since the subgradient cuts may be not accurate, we impose upper bound constraints for the staffing \( x \) in (P5.3). In these experiments, we require \( x_i \leq 200 \) for all \( i = 1, \ldots, I \).

The RO method corresponds to Steps 1 and 2 of Algorithm 5.1. We use the the fluid scheduling model with low fluid parameters, i.e. \( \beta_k = 0.5 \) for all \( k = 1, \ldots, K \), to obtain an initial staffing vector to start collecting QoS values. The step size is chosen as \( s = 1 \) and we run Step 1 simultaneously on 8 physical CPUs to get as many points as possible. For estimating the \( \alpha \) parameters, we select the weight vector as \( w_k(x^t) = 4 \) if \( |\hat{g}_{k,M}(x^t) - l_k| < 0.05 \) and \( w_k(x^t) = 1 \) otherwise. The approximation errors defined in (5.7) are computed with \( \tau = 0.05 \). For Step 4 of Algorithm 5.1, we select \( \Delta_0 = 8 \) as an initial trust region radius. The parameters to enlarge and reduce the trust region are chosen as \( \delta_1 = 0.7 \) and \( \delta_1 = 1.3 \). These parameters are chosen manually to achieve good performance for Algorithm 5.1. For the definition of \( \nu_{k,M}(\cdot) \), note that with sample size \( M = 1000 \), if \( 0 < \hat{g}_{k,M}(x^t) < 1 \), then \( \hat{g}_{k,M}(x^t) \in [0.001, 0.999] \), so we choose \( \nu_1, \nu_2 \) such that \( \nu_1 < 0.001 \) and \( \nu_2 > 0.999 \). In this experiment we choose \( \nu_1 = 0.0001 \) and \( \nu_2 = 0.9999 \). The subgradient \( u_k(x^t) \) are estimated with step size \( d = 1 \). The “repeat-until” in Step 2 stops when we find 5 feasible solutions and we just return the best one found. In general, since there are quite a lot of points generated after Step 1, Step 2 finishes after just a few iterations.

We use solver cplexmilp from CPLEX to solve mixed-integer linear programming (MIP) models under default settings. For the medium instances, because the corresponding MIPs are small, we let CPLEX run to optimality. For the large instances, the relative optimality gap was set to 0.05%. To solve (P5.4), we use the linear least-squares solver provided by MATLAB 2015a (i.e., lsqlin).

The experiments were conducted on a machine running Debian 8 with Intel(R) Xeon(R) CPU E5620 (2.40GHz). The computer has 8 physical CPUs and 98GB of memory. The computation
of the subgradients $q_k(\cdot)$ and $u_k(\cdot)$ is performed in parallel using the 8 physical CPUs. The algorithms were coded in MATLAB and linked to IBM ILOG CPLEX 12.6 optimization routines under default settings. The simulations were performed using the ContactCenters simulation library (Buist and L’Ecuyer, 2005) developed with the SSJ simulation package (L’Ecuyer et al., 2002).

5.5.2 Medium Call Center

In this section we report numerical results for the medium call center with 6 call types and 8 agent groups. We assume that (i) the callers do not abandon immediately in case they have to wait, (ii) patience times follow an exponential distribution with means between 36 and 52 minutes, and (iii) all service times follow Log-Normal distributions with means between 5.1 and 11.3 minutes. The acceptable waiting times are chosen as $\tau_k = \tau_0 = 120$ (seconds) and the targets for SLs are $l_k = l_0 = 80\%$. For the fluid scheduling model, we choose $\beta = (1,4,1,1.2,1,3)$. These values are adjusted manually to ensure that the first staffing solutions given by the fluid scheduling constraints belong to concave regions of the QoS functions.

We report numerical results in Table 5.1 for the three approaches RO, CP and RCT with the three sets of targets (70%,75%), (80%,85%) and (90%,95%). We indicate in bold the best costs obtained by the three approaches. We also emphasize in red the costs that are remarkably higher than the others for each instances.

In terms of agent cost, we generally see that the RO performs better than the CP in this experiment, as it returns better costs than the CP in 19/30 instances. Moreover, in 8/30 instances, the CP gives very high costs as compared to the two other approaches. This clearly indicates the instability of the CP and can be explained by the issue that the fluid constraints are not be able to eliminate all the non-concave points, leading to bad subgradient cuts. The RCT approach basically takes the best costs given by the CP and RO and improves them by the local search procedure. So, it is as expected that the RCT never gives worst costs than the RO and CP. Moreover, the RCT improves the best costs given by the RO and CP by 0.4% on average and up to 0.8%. An interesting observation to be noted here is that, to raise the targets from (70%,75%) to (80%,85%), we need to increase the agent cost by about 1.6% on average, and to raise the targets from (70%,75%) to (90%,95%) we need about 2.65% on average. These percentages are computed using the costs given by the RCT. In terms of CPU time, the RO is the fastest one, and the RCT requires remarkably higher CPU times as compared to the two other approaches. Even so, the RCT requires only half an hour on average to solve one instance, which is indeed viable in a practical point of view.

In the out-of-sample study with $\kappa = 0$, we observe some violated QoS constraints. It is interesting to see that the average numbers of violated QoSs given by the CP are less than the other
Table 5.1: Agent costs, CPU times and out-of-sample results for the medium call center examples

approaches. However, if we relax a bit the chance constraints, i.e., \( \hat{g}_{k,M}(x) \geq l_k - 0.005 \), then there is mostly zero violated QoS for all the solutions returned by the three approaches, except one solution given by RO with targets (80\%,85\%). In general, we can observe, from these out-of-sample results, that the RCT seems to return solutions for which the QoS values are very close to the targets. Moreover, it seems that a sample size \( M = 1000 \) is large enough to ensure that the QoS values only vary in small intervals with different sets of realizations.

5.5.3 Large Call Center

We now consider a large model inspired by a real-life call center previously operated by Bell Canada. This example is also used in Cežik and L’Ecuyer (2008) and available at https://www.iro.umontreal.ca/~lecuyer/myftp/ld-example2/. There are \( K = 89 \) call types and \( I = 65 \)
agent groups. We assume that (i) immediate call abandonment does not occur, (ii) the patience times follow exponential distributions with means 3 minutes for all call types, and (iii) the service times follow exponential distributions with means varying from 4.32 to 12.79 minutes. The acceptable waiting times for all call types are $\tau_k = \tau_0 = 20$ seconds and the targets of SLs are $s_k = 50\%$ for all $k = 1, \ldots, 89$ and $s_0 = 80\%$. For the fluid scheduling model, we choose $\beta_k = 1$ for all $k = 1, \ldots, K$.

For this large call center, both call types and the agent groups are split between two locations. One location has 22 call types and 15 agent groups and the second location consists of 43 call types and 74 agent groups. The number of skills per agent group varies from 1 to 24. The router system operates a set of priority rules, named “local specialist routing policy”, i.e., any incoming call is assigned primarily to an agent based in the location from where the call originates. The reader can consult Cežik and L’Ecuyer (2008) for a more detailed description of call center.

Table 5.2 reports numerical results for the 30 instances of the large call center example with the three set of targets. We also indicate the best costs given by the three approaches, i.e., RO, CP and RCT. In this experiment, the CP is more stable and always gives better cost than the RO. Moreover, as expected, the RCT always returns the best costs among the three approaches for all the instances. Looking closely to the results, RCT improves the agent costs of the CP by 0.79%, 1.58% and 0.60%, on average, for the targets (70%, 75%), (80%, 85%) and (90%, 95%), respectively. On average, the cost obtained by the RCT are about 0.99% smaller than those given by the CP.

In terms of CPU time, it is clear that the RO is very fast as compared to the other approaches. This is because the RO does not require to compute subgradients $q_k$ and $u_k$, which are in need of 8 and 89 simulations for the medium and large examples, respectively. The CPU times required by the RCT is about 43% higher than those required by the CP. Even so, the RCT needs a maximum of 3.86 hours to solve one instance, which is viable in practice.

The out-of-sample results are not surprising for these large instances. Similarly to the medium call center, we observe some violated QoS constraints with $\kappa = 0$, but these numbers are considerably small, as there are about 66 chance constraints checked. When we relax a bit the requirements with $\kappa = 0.005$, there is almost no violated QoS value, except for the CP and RCT approaches with instance 5 and target (70%, 75%). Moreover, we also observe that the average number of violated QoS constraints given by the RCT is higher than for the CP, indicating that the QoS values given by the solutions of the RCT seems to be closer to the targets, as compared to the CP.

One important thing to note here is that, in terms the CPU time, the performance is achieved using parallel computing with 8 physical CPUs. In general, the CPU times required by the CP or RCT are proportional to the number of cores used in the computation, as we perform
### Table 5.2: Agent costs, CPU times and out-of-sample results for the large call center examples

<table>
<thead>
<tr>
<th>Targets</th>
<th>Instances</th>
<th>Agent cost</th>
<th>CPU time (hour)</th>
<th>Out-of-sample # violated QoSs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RO</td>
<td>CP</td>
<td>RCT</td>
</tr>
<tr>
<td>(70%,75%)</td>
<td></td>
<td>1</td>
<td>837.8</td>
<td>806.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>810.4</td>
<td>787.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>837</td>
<td>799.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>791.2</td>
<td>762</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>841.1</td>
<td>810.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>798.9</td>
<td>778.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>862.6</td>
<td>833</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>808.2</td>
<td>778.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>798.9</td>
<td>776.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>833.4</td>
<td>806.3</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(90%,85%)</td>
<td></td>
<td>1</td>
<td>873.1</td>
<td>836.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>842.8</td>
<td>819.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>861.8</td>
<td>834.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>821.6</td>
<td>790.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>869.6</td>
<td>850.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>831</td>
<td>806.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>896.2</td>
<td>870.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>838.7</td>
<td>810.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>831.8</td>
<td>796.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>868.7</td>
<td>850.3</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(95%,95%)</td>
<td></td>
<td>1</td>
<td>918.6</td>
<td>882.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>894.2</td>
<td>858.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>916.2</td>
<td>881.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>872.1</td>
<td>849.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>918.4</td>
<td>880.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>878.8</td>
<td>840.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>940.6</td>
<td>899.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>891.3</td>
<td>856.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>891.8</td>
<td>850.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>912.7</td>
<td>867.6</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Agent costs, CPU times and out-of-sample results for the large call center examples

The simulation to compute the subgradients in parallel and this task occupies most of the CPU time. So, basically, we can easily reduce the computing time by just using more CPU cores, e.g., by using 30 cores in parallel we should be able to solve one large instance in less than one hour with the CP and RCT approaches. Adding more cores is also beneficial for the RO approach, as we can simultaneously collect QoS values to have more data to construct the sigmoid approximations.

### 5.6 Conclusion

In this paper, we have proposed a new approach to solve the chance-constrained staffing optimization in a multiskill call center. Our methodology is based on the observation that the QoS functions generally display “S shapes”, so can be approximated by appropriate sigmoid
functions. We have designed an algorithm combining a regression-based step to collect QoS values and approximate QoS functions by sigmoid ones, a step of generating linear cuts to approximate the chance constraints, and a trust region local search to further improve feasible solutions given by the regression-based and cutting plane approaches. We have tested on two call center examples, one with medium and one with large numbers of agent groups and call types. The numerical results show the practical viability of our approach in finding good staffing optimization in reasonable computing time.

Our methodology is general, in the sense that it can be applied in other settings, e.g., the staffing problem with SL constraints considered in Cežik and L’Ecuyer (2008) or scheduling problem in Avramidis et al. (2010). It might be also promising for more large-scale problems, e.g. a staffing or scheduling optimization problem under uncertainty (Ta et al., 2018a). Future work could be in that direction, or in a direction of incorporating more inputs to the regression model (or the ANN representative), e.g. arrival rate and service rate, to have models being able to accurately approximate the QoS functions in different settings.
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Chapter 6

Conclusions and Future Research Perspectives

This thesis is based on a collection of three articles. One of them is currently under revision for possible publication, and two of them will be submitted soon. In this chapter, we summarize the main results and directions for future research.

6.1 Conclusion

In this thesis we have considered staffing optimization problems in different uncertainty settings. The main challenge lies in the fact that the QoS constraints have no closed form and need to be approximated by simulation. Moreover, the QoS functions, i.e., the probability functions defined on the randomness of the SL, display nonlinear curves, making the optimization difficult with large-size call centers. We have considered common one-stage staffing problems and two-stage versions. For the latter, we assume that the arrival rates cannot be forecasted perfectly, leading to two-stage stochastic programs. To solve the problems numerically, we have used the SAA approach and study its consistency with respect to the sample sizes used to approximate the QoS constraints and the second-stage objective function. We have shown, in Chapter 3, that the optimal values and solutions of the SAA converge to those of the true problem with probability one when the sample sizes go to infinity, and the probability of making incorrect decisions goes to zero exponentially fast as the sample sizes grow. These results provide a theoretical basis for the use of the SAA method throughout the thesis.

To solve the SAA problems in practical ways, we have developed several solution techniques. The aim of this development is to deal with the nonlinearity of the QoS constraints and the large size of the two-stage models under arrival rate uncertainty. While the former issue is considered
In Chapter 5, the latter is the main motivation for the development of the simulation-based decomposition approach presented in Chapter 4. More precisely, Chapter 4 develops a solution method for the SAA problem in a setting where the arrival rates are uncertain to the managers. Motivated by the fact that the problem would become too large to solve in a direct way with large-scale examples, we have developed a simulation-based decomposition algorithm. The idea is to use simulation and cut generation to approximate the QoS constraints, and use the L-shaped method to quickly solve the staffing problem in which the QoS constraints are replaced by linear cuts. Numerical results have shown the practical efficiency of our approach.

In Chapter 5, we have proposed a way to approximate the QoS by sigmoid functions. The main advantage of the approach is that we were able to reformulate the optimization procedure as a sequence of QoS simulations and integer programs solutions. It is important to note that the methodologies developed in this chapter are general and might be promising for other optimization problems such as optimization problems in queuing-based systems or problems with separate chance constraints.

We have tested our theoretical findings and solution methods developed using call center examples of different sizes: from a toy example of 2 call types, 2 agent groups to a real-life one of 65 call types and 89 agent groups. In general, our numerical experiments have (partially) validated our theoretical findings in Chapter 3 and shown that our algorithms are more efficient in a practical way, as compared to other state-of-the-art approaches.

We believe that the thesis makes significant contributions to the management of call centers and stochastic programming, in both theoretical and practical aspects. The models and methods developed may be useful for other problems in workforce management as well as stochastic optimization. The work also raises several research questions that might be interesting to investigate further. In the following we discuss some promising ideas for future research.

### 6.2 Future Research

In this section, we present some future research directions that are in line with the work presented in the thesis. More precisely, we are interested in (i) a way to reduce the number of scenarios in two-stage staffing problems using a clustering approach, (ii) other chance-constrained staffing optimization problems, (iii) robust/distributionally robust optimization versions of the staffing and scheduling problems to deal with data uncertainty, and (iv) a machine learning approach to better approximate the QoS functions. We describe them in detail in the following.

**Scenario selection for two-stage staffing optimization.** One of the issues we have when solving the two-stage stochastic staffing optimization problem in Chapter 4 is that one needs a large number of scenarios to have good solutions. This makes the two-stage model difficult to
apply to large-scale call centers. So, a way to reduce the number of scenarios would be beneficial in the context. Motivated by the fact that there are some scenarios that are very close to others, we are interested in a clustering method (e.g., K-means) to better select scenarios for the two-stage model. The idea is that we can generate a set of large number of scenarios and use a clustering algorithm to separate that set into subsets, in the hope that scenarios belonging to a subset are similar. Then, we can pick a representative from each subset to build smaller two-stage stochastic model.

**Chance-constrained staffing/scheduling optimization with VaR and CVaR.** Consider a staffing/scheduling problem under uncertainty and assume that we can well estimate the distribution of the random components of the systems (e.g., arrival rates), we can construct an optimization model requiring that the probability of meeting QoS constraints is above a certain level. More precisely, we can formulate the following *jointly* chance-constrained staffing problem

\[
\begin{align*}
\min_{x} & \quad c^T x \\
\text{subject to} & \quad \mathbb{P}_{\xi} [g_k(x,\xi) \geq 1 - \delta_k, \forall k] \geq 1 - \tau \\
& \quad x \geq 0 \text{ and integer,}
\end{align*}
\]

(6.1)

where \(\tau, \delta_1, \ldots, \delta_K\) are constants and \(g_k(\cdot)\) is a QoS function associated with call type \(k\). (CC) might be interesting to use if the manager wants to make an one-time decision while being uncertain about the arrival rates. Moreover, one advantage of (CC) is that it has less decision variables as compared to the two-stage model considered in Chapter 4, so it might be easier to solve.

Chance constraints (6.1) are often nonconvex. A popular approach to deal with the issue is to construct a convex approximation of the probability function on the left of (6.1). In this context, a possible approximation of the probability function is the Conditional Value-at-Risk. It is based on the Value-at-Risk (VaR), which indicates the minimal loss such that the probability that the loss is greater than or equal to this value is at least a certain level (see Kall and Mayer (2011)). VaR is itself a risk measure and the Conditional Value-at-Risk (CVaR) represents the expected value of loss, given that the loss is greater than or equal to the VaR. Nemirovski and Shapiro (2006) show that the CVaR can construct a convex conservative approximation of the chance constraints. Note that CVaR is known to have better properties than VaR (see for instance Artzner et al., 2002) and many studies suggest moving from VaR to CVaR (e.g. Rockafellar and Uryasev, 2000), we are interested in solving (CC) using CVaR. Another promising direction is to use the idea of the convex approximation approach for joint chance constraints proposed by Hong et al. (2011). It is also interesting to study the consistency of the SAA approach in the context of (CC), as we have stochastic constraints and the constraints need to be approximated by sampling over the distributions of the arrival rates and the SL.
Robust/Distributionally robust optimization. In many situations we do not have complete information on the distribution of the random variables, e.g., arrival rates. For instance, if the manager does not have any information other than the ranges of the values of random variables, then it might be reasonable to optimize for the worst-case from a set of distributions which is highly likely to contain the true distribution. This kind of decision making framework is known as robust optimization (Ben-Tal et al., 2009), which has received lots of attention over the decade. In our context, the framework would be an interesting direction to go, as the distribution of the arrival rates is typically difficult to estimate accurately. A robust staffing optimization model can be formulated as

$$\min_x c^T x$$

subject to 

$$g_k(x, \xi) \geq 1 - \delta_k, \quad \forall k = 1, \ldots, K, \quad \xi \in \Xi$$

$$x \geq 0 \text{ and integer,}$$

where $g_k(x, \xi)$, $k = 0, \ldots, K$, are QoS functions (e.g., probability of SL functions), and $\Xi$ is a compact uncertainty set to which the random variables belong. There are several ways defining the uncertainty set. For example, we can define a rectangular one as $\Xi = \{\xi \mid \underline{\xi} \leq \xi \leq \bar{\xi}\}$, where $\underline{\xi}$ and $\bar{\xi}$ are two constant vectors of appropriate size. One can also define an ellipsoidal set as $\Xi = \{\xi \mid ||\xi - \xi_0|| \leq \alpha\}$, where $\xi_0$ and $\alpha$ are constants.

The above robust model might be too conservative in some situations. An alternative is to use the distributionally robust optimization (DRO) framework, in which instead of considering the worst-case defined on an uncertainty set of the random variables, one can construct an ambiguity set of distributions with historical data. Over the past few years, DRO has been intensively studied and has found many applications in operations research, finance and management sciences (Bertsimas et al., 2010, Delage and Ye, 2010, Ghosh and Lam, 2019, Hong et al., 2017, Lam, 2018, Wiesemann et al., 2014). In our context, a DRO version of the staffing optimization problem can be written as

$$\min_x c^T x$$

subject to 

$$\sup_{P \in \mathcal{P}} \mathbb{E}_P[g_k(x, \xi)] \geq 1 - \delta_k, \quad \forall k = 1, \ldots, K$$

$$x \geq 0 \text{ and integer,}$$

where $\mathcal{P}$ is a set of probability distributions, which can be defined in different ways, e.g., ambiguity sets defined through the mean and covariance of the random variables (Delage and Ye, 2010, Wiesemann et al., 2014), or based on Wasserstein metric (Esfahani and Kuhn, 2018). So, in general, the DRO opens several interesting directions for the staffing/scheduling problems under uncertainty.
Other research directions. For long term research, we are interested in investigating the use of machine learning for chance-constrained programs, in both theoretical and practical aspects. In particular, we would like to explore different artificial neutral network (ANN) (other activation functions, or possibly deeper ANNs) to learn probability functions in general chance-constrained programs. There are several open and interesting questions on this direction, for instance, how to customize the ANNs in such a way that they not only give good approximations to the nonlinear functions but also perform well even with limited observations. The trade-off between the use of multi-layer ANNs and the complexity of the resulting integrated optimization model is also interesting to investigate. In the theoretical point of view, we are curious about the consistency of the approach in terms of optimal solutions. More precisely, we would like to study the issue regarding the effect of the number of samples used to train the ANNs to the accuracy of the outcomes, and the quality of the solutions found.
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