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Summary Induction: Extending to New Points Experiments
: : : : - / i TR, : e Comparison betweebhaplacian (Belkin and Niyogi, 2003)I1 holeSet in transduction

e In the semi-supervised setting, we combine labeled and un- | ¢ ConsiderD, )" and IZ quadratic: minimizing (1) with respect to the o AU holeSer 1 induction on the MNIST Databace.

labeled data. f(x;) reduces to solving a linear system of size Labeled 50 100 500 1000 5000
. . o : : SK- qy - : Total: 1000

o With current non-parametric approaches, it is often unclear | ® Given a new test point, re-training will in general cosd(n’) time. Laplacian 29.3 19.6 11.5
how to find labels for previously unseen examples without | e Minimizing (1) with f(z;) (i < n) fixed (with D Euclidean and s S
retraining the whole model (which typically requir€sn-) R(f) = 0) = Parzen windows regressor (induction(rn) time) Total: 10000
time, wheren is the number of training points). Laplacian 25.5°10.7- 6.2 5.7 4.2

T g P ) | Z;f”:l[((;z;,xj)f(g;j) WholeSetirans 25.1 11.3 5.3 5.2 3.5

e We propose and justify a method to cheaply(«) time) flx) = ST K(e.2) (2) WholeSet;g 25.1 11.3 57 51 4.2

perform function induction In this context. j=1 ] e Comparison (induction) between
: .. : : . * —W holeSet: uses all unlabeled data (no approximation)

° ThIS approach Iea}ds EffICIenF gpproxmat_lor\sof Fhe Orlg- S W L e %ﬁgg%ﬁ@ . — RSubg,,0n1,- Uses only a random subset of the unlabeled data (no approximation)
Inal training algorithm, by writing all predictions in terms of e - Sl S — RSub,,pR: uses a random subset of the unlabeled data to approximate for all data
a small subset af, < n samples 3%> O (;;_2) faster) g @ e D : %; ’i@% e g&@# . - SSub,,,pRr: Uses a selected subset of the unlabeled data to approximate for all data
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g x// o T S st % . i . e an fﬂ{ 1%
- ™ * @ L ERET @H NS 3¢ WholeSet 56.0+0.4 35.8+1.0 47.3+1.1
Taal ' B P I A R T e RSubgyponyy 598 +0.3 29.6 £0.4 44.8+0.4
AN Optlmlzatlon FrameWOrk for K @@ o @) i @g% RSub, pp 574404 27.7+£0.6 75.7+2.5
Semi_SuperviSed Learning //1 x x 1 1 Hf* 1 SSUbTLORR 5.8 +0.3 244 +0.3 45.0+04
5%
Several previously proposed methods can be cast into a trans- _eft a classifier trained only with thelabeled samples (in circles) completely over- WholeSet 27.14+0.4 12.84+0.2 37.14+0.2
. . \.. ooks the underlying structure of the data. RSubsyponyy 32.1+£0.2 149+0.1 35.4+£0.2
duction framework, where we learn a functigtw) giving a Right classification learned from (1) on training dataand+), and tested with (2) RSuby,pp 29.1£0.2 12.6+0.1 70.6 4 3.2
continuoudabel on each point, such that: (points in squares). Classification error 8900 test points is.76%. SSubporp 28.5+£0.2 12.3 £0.1 358 +0.2
" . ’ . . 10%

() f1ssmooth (two neighbor samples are given similar labels) > - WholeSet 18.8+0.3 9.5+0.1 34.740.1

(ii) f is coherent with already known labels . . : : . h RSubsyponyy 22.5+0.1 114x0.1 32.4+0.1

. f minimizes Efficient Approximation for Training RSubsomn 03201 0701 047230
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1 e Equation (2) suggests we can choose a subsstm < n samples e Comparison betweeRSub, ,pr and.SSub,,pp: 10% of the data is labeled, and we
CK,D,D’,A(]E) — 5 Z K(wi, :L‘j)D(f(:Ci), f(l’])) and fOI’CEf(xZ-) for T; §§ S to be expressed as a linear combination of usel0% of unlabeled data as a subset for approximation for ADULT).
:EZ-,:C]EUUL . . . : USPS IMAGE ISOLET SATIMAGE NURSERY PENDIGITS ADULT SPAMBASE
e )\ Z D/(f(aj) ) 1 R(f) (1) thef(x]) Wlth ZE] = S as In (2) RSUbnORR 98 1/7.0 24.8 13.9 18.6 19.6 19.3 30.5
i)> i e Minimizing (1) then reduces to solving a linear system with omly SSubpopp 86 161 229 138 184 171 186 283
| ' unknowns. However, to obtain this linear system, we still need |to « CONCLUSION

with performO(m(n — m)?) operations. —fast induction with little loss w.r.t. transduction

- U the unlabel _ | - » . |
U the unlabeled set o To further improve the performance, we can choose to ig- fast training when choosmg a subset of unlabeled data to approximate the cost

- L, the labeled set _ _ _ —smaurt subset selection> random selection

the inout part of the-th I nore In the total costC the discarded points cross-terms | ,

- X; inpu e-ln examplie :

" PUtp P N Lo K(w, ) D(f(xy), f(x;)), the most expensive to compute, - ~

- y; its target label 2 LT ES ' 0 ; f

L . . Thenwe only need)(m?(n — m)) time andO(m~) memory, versus Reterences
- K(-,-) a similarity function (e.g. a Gaussian kernel) ; ) . . | o o | | |
) _ o _ _ _ O(n ) and O(n ) f()r the Or|g|na| aIgonthm Belkin, M., Matveeva, |., and Niyogi, P. (2004). Regularization and semi-supervised learning on lange
- D(, ) and D (-, ) dISSImllarlty functions (typlcally, the _ _ graphs. In Shawe-Taylor, J. and Singer, Y., edit&®LT’2004 Springer.
Euclidean distance) e Smart selection of the su bS@glveS better results than random selec- Belkin, M. and Niyogi, P. (2003). Using manifold structure for partially labeled classification. In Becke,
- : : : : : : S., Thrun, S., and Ob K., ed i | Informati i
- R(f) an optional additional regularization term tion: we propose to greedily builél by iteratively choosing the point Cambridee. MA MIT roaay o1 ¢ edtofavances In Nearal information Processing Systems 15
farther froms, I.e. z; that minimizesz o [((mz7 xj)- Add|t|0na||y, a Zhou, D., Bousquet, O., Navin Lal, T., Weston, J., and&pf, B. (2004). Learning with local and
o 0o ] AS ] ] global consistency. In Thrun, S., Saul, L., and &@khpf, B., editorsAdvances in Neural Information
See e.g. (Zhu, Ghahramani and Lafferty, 2003: Zhou et al. preliminary (fast) training is performed using ondyin order to add Processing Systems JGambridge, MA. MIT Press.
2004; Belkin, Matveeva and Niyogi, 2004). more points near the decision surface. S o functions. HCMLB008. o Supervised [Samig using gaussian felts pnc
\ ) ) ] / K J K .
Y




