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This paper is concerned with the existence of solutions to a dynamic network equilibrium
problem modeled as an infinite dimensional variational inequality. Our results are based on
properties of operators that map path flow departure rates to consistent time-dependent path
flows and other link performance functions. The existence result requires the introduction of a
novel concept that strengthens the familiar concept of First-In-First-Out (FIFO).

Following BEN-AKIVA (1985), one can identify
four main elements in any dynamic network equi-
librium model (DNEP): arc performance functions,
path choice criterion, a demand model, and flow
conservation relationships at the nodes of the net-
work. According to this author, the extension of a
static to a dynamic setting requires the determina-
tion of time-dependent arc performance functions,
temporal origin–destination (OD) demand, and the
assessment of queueing effects on time-varying ar-
rival rates. In general, these relationships are not
available in closed form, and, consequently, analyt-
ical properties of the model are difficult, if not im-
possible, to derive.

Several models of dynamic equilibrium have been
proposed that involve only route choice (FRIESZ et
al., 1989; MERCHANT and HEMHAUSER, 1978; SMITH,
1993; SMITH and WISTEN, 1994) or route choice and
departure time choice (BEN-AKIVA, CYNA, and DE

PALMA, 1984; FRIESZ et al., 1993; MAHMASSANI and
HERMAN, 1984; RAN, HALL, and BOYCE, 1996; WIE et
al., 1995). In all the above-mentioned models, the
issue of existence of a dynamic equilibrium has not
been fully addressed. In this paper, we give an ex-
istence result for the dynamic User Equilibrium—
Route Choice model introduced by Friesz et al.
(1993), thus giving a theoretical foundation for the
numerical algorithms that have been proposed for
this model.

The analysis is performed under the assumption
that flow throughout the network obeys the First-
In-First-Out (FIFO) rule. In the absence of such a
queue discipline, flow propagation can be unrealistic
(see ASTARITA, 1996). We believe that analytic mod-
els should ensure that FIFO is satisfied.

A byproduct of our analysis will be a theoretical
analysis of the loading procedure (see also XHU et
al., 1998) that relates the link performance func-
tions (flow volumes, entry rates, exit rates, depar-
ture times) to the path departure rate functions.
These link performance functions constitute the con-
trol variables of the dynamic network equilibrium
problem, and their evaluation lies at the heart of the
DNEP.

The paper is organized as follows: the mathemat-
ical formulation of the DNEP is stated in Section 1;
in Section 2, we prove that, under a strengthened
FIFO condition, the dynamic network constraints
are consistent and that the network flow operators
are well defined over their respective domains; Sec-
tion 3 is devoted to the continuity properties of the
link flow, path flow, and traversal time operators;
from these results we derive (Section 4) the exis-
tence of a dynamic equilibrium for the route choice
model with fixed departure times; in Section 5, we
derive sufficient conditions that ensure the
strengthened FIFO condition and hence the exis-
tence result.
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1. FORMULATION OF THE DYNAMIC NETWORK
SYSTEM

LET US CONSIDER a network with multiple origins
and destinations, based on an underlying directed
graph G � (N, A) with node set N and arc set A. We
denote by R the set of OD couples, by Pr the set of
paths associated with the OD couple r in R, and let
P � �r�R Pr denote the set of all OD paths. An
element �ap of the link-path incidence matrix is
defined by

�ap � � 1 if link a belong to path p
0 otherwise. (1)

Denoting by xa
p(t) the number of vehicles traveling

on arc a of path p at instant t, and by xa(t) the total
number of vehicles traveling on arc a at instant t, we
obtain the relationships

xa�t� � �
p�P

�apxa
p�t�.

Now let ua
p(t) (respectively, va

p(t)) denote the inflow
rate into (respectively, exit rate from) link a of path
p at time t. Based on these variables, the system
equation for link a can be written as

� xa
p���t� � ua

p�t� � va
p�t� @p � Pa , (2)

where Pa is the set of paths through link a. Now,
assuming that the number of vehicles on link a at
the start of the period under study is equal to zero,
the number of vehicles on link a at any instant t in
[0, T� ] can be expressed as

xa
p�t� � �

0

t

�ua
p�s� � va

p�s�� ds @p � Pa . (3)

For any pair of consecutive arcs a and b of path p,
flow conservation is expressed by the equation

vb
p�t� � ua

p�t�. (4)

The demand side of the model is characterized by
Lipschitz continuous functions Qr that represent the
number of travelers leaving the origin node of the
OD pair r at time t. The functions Qr can be decom-
posed into path departure rate functions hp accord-
ing to the formula,

�
p�Pr

hp�t� � Qr�t�. (5)

The function hp represents the control variables of
the users and triggers the dynamic allocation pro-
cess through the initial equation,

uo�p�
p �t� � hp�t�, (6)

where o(p) denotes the origin node of path p.

Flow circulation within the network is governed
by strictly positive, flow-dependent delay functions
Da that relate the link exit time �a(t) to the time of
entry t,

�a�t� � t � Da� xa�t��. (7)

The equalities and inequalities 2–7, together with
obvious non-negative constraints on all flows in-
volved, define a dynamical network system (DNS).
Any solution of this system relates, in a coherent
fashion, the state variables ua

p, va
p, xa

p, and �a to the
control variables hp. Throughout the paper, we
make the assumption that the delay functions Da
are positive, strictly increasing, and continuously
differentiable, and that the demand functions Qr are
bounded over the period [0, T]. The control vector
h � (hp)p�P “lives” in the feasible set � of non-
negative, square-integrable vector functions that
satisfy almost everywhere (a.e.), the initial condition
5. In Section 2, we will show that, if all links satisfy
a strengthened FIFO condition, the state vectors xa

p,
ua

p, va
p, and �a are well defined as functions of h, i.e.,

the DNS is well defined over the period [0, T� ].

2. THE DNS UNDER THE STRONG FIFO CONDITION

2.1 Some Key Concepts and Results

Before considering the existence of a dynamic net-
work equilibrium, one must check whether the DNS
is well defined. To this effect, it is natural to intro-
duce a queue discipline that forbids vehicles over-
taking each other. Unfortunately, it seems that a
simple FIFO rule is not sufficient, hence the intro-
duction of a strengthened rule, which we call “strong
FIFO.”

DEFINITION 2.1. A strong FIFO condition holds at
link a over the time period [0, t] if the function �a is
strongly monotone with positive modulus �a, i.e.,

t1 � t2 f �a�t1� � �a�t2� � �a�t1 � t2� (8)

for all t1, t2 in [0, t].

Sufficient conditions that ensure the strong FIFO
condition will be given in Section 4. Strong FIFO
implies that the functions ��1 are Lipschitz contin-
uous (see Lemma 2.1). Note that Lipschitz continu-
ity implies absolute continuity (see Remark 4.6 in
MUKHERJEA and POTHOVEN (1978) and Definition
2.2 below), a key feature in the study of the flow
functions xa

p, ua
p, and va

p. The rest of this section is
devoted to definitions and theoretical results of real
analysis. The results whose proof is omitted are
either standard or elementary. (See KOLMOGOROV
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and FOMIN, 1970; Mukherjea and Pothoven, 1978; or
ROYDEN, 1968.)

DEFINITION 2.2. A real function f defined over the
interval [a, b] is absolutely continuous if, for any
positive number �, there exists a positive number 	
such that, for every finite collection {(xi, x�i)} of non-
overlapping intervals with

�
i�1

n

�x�i � xi� 
 	

we have that

�
i�1

n

�f� x�i� � f� xi� � 
 �.

DEFINITION 2.3. A sequence un in a normed linear
space X converges weakly to u � X (un h u) if, for
every bounded linear functional F on X, we have
F(un) 3 F(u) as n 3 	.

Note that a Lipschitz continuous function is abso-
lutely continuous.

DEFINITION 2.4. Let X and Y be two normed linear
spaces. An operator from X to Y is weakly continuous
if, for every weakly converging sequence un h u, we
have that

� J�un� � J�u�� 3 0 as n 3 	.

THEOREM 2.1.

(i) Any bounded and measurable function over
[a, b] is integrable over [a, b].

(ii) Every nondecreasing function f is bounded and
measurable on [a, b].

(iii) Sums, differences and products of measurable
functions are measurable.

LEMMA 2.1. Let f be strongly monotone with mod-
ulus c over the interval [a, b]. Then f is invertible
over [a, b], its inverse f�1 is Lipschitz continuous
(with Lipschitz constant 1/c) and differentiable (a.e.)
over the range [f(a), f(b)] of f and we have
(f�1)�(x) � 1/f�(f�1(x)).

LEMMA 2.2. Let f be absolutely continuous on [a, b]
with f�(x) 
 c � 0 for almost every x � [a, b]. Then
f is strongly monotone with constant c over [a, b].

LEMMA 2.3

(i) Let g be differentiable (a.e.) on [a, b] and f be
integrable on [c, d], with g([a, b]) � [c, d]. Let
F(x) � �c

x f(t) dt. We have that

�
g���

g�x�

f�s� ds � �
�

x

f� g�s�� g��s� ds (9)

for all � and x in [a, b] if and only if the function
F � g is absolutely continuous.

(ii) If g is absolutely continuous on [a, b] and f is
bounded by B and integrable on [c, d], then
F � g is absolutely continuous, and (9) holds for
all � and � in [a, b].

We introduce the subset 
(B, T�) of functions in
L2[0, T�] bounded by B:


�B, T�� � �u: u � L2�0, T��, 0 
 u�t�


 B @t � �0, T���.

PROPOSITION 2.1. Let J be the integral operator de-
fined as

Ju�t� � �
0

t

u�s� ds. (10)

Then J is weakly continuous on 
(B, T�)

Proof. First we prove that Ju(t) � L2[0, T�]. By
construction, Ju(t) is of bounded variation on
[0, T�], i.e., it can be expressed as the difference of
two bounded monotone real-valued functions on
[0, T�]. From Theorem 2.1, both Ju(t) and (Ju(t))2

are bounded and measurable on [0, T�]. Thus we get
that Ju(t) � L2[0, T�]. Let {uk} be a sequence con-
verging weakly to u on 
(B, T�). Assume, by con-
tradiction, that �Ju � Juk� does not converge to
zero, i.e., there exist �0 � 0 and an infinite sequence
{nk} such that, for every k,

� Ju � Junk� � �0
2

�Ju�tnk� � Junk�tnk� � �
�0

�T�
.

Because [0, T�] is compact, there exists an infinite
subsequence {n�k} of {nk} such that tn�k

3 t0 �
[0, T�] and

�Ju�tn �k� � Jun �k�tn �k� � �
�0

�T�
. (11)

But

�Ju�tn �k� � Jun �k�tn �k� � 
 � �
0

t0

�un �k�s� � u�s�� ds�
� � �

t0

tn�k

�un �k�s��� .

(12)

The first term on the right-hand side of the inequal-
ity converges to 0, because un�k

h u. The second
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term also converges to 0, because tn�k
3 t0 and u and

un�k
are uniformly bounded on [0, T�]. This is in

contradiction to Eq. 11, and the operator J must
therefore be weakly continuous on 
(B, T�). e

2.2 Link Dynamics and the Link Flow
Operator

If the entry rate functions ua
p are known over the

period [0, TF], then the theorem below assures that
the functions xa, �a, and va are well defined over
their respective domain.

THEOREM 2.2. Assume that, for some finite instant
T�, the entry flow rate functions (ua

p)p�Pa
are well

defined (a.e.), nonnegative and Lebesgue integrable
over the interval [0, T�]. If strong FIFO holds over
[0, T�] we have that:

(i) �a is strictly increasing and differentiable (a.e.)
over [0, T�];

(ii) �a
�1 is strictly increasing, Lipschitz continuous

and differentiable (a.e.) over the interval
[�a(0), �a(T�)];

(iii) xa is differentiable (a.e.) on [0, �a(T�)].
(iv) (va

p)p�Pa
are well defined (a.e.), nonnegative

and Lebesgue integrable over the interval
[0, �a(T�)].

Proof. (i), (ii), and (iii): From the definition of
strong FIFO, �a is strongly monotone increasing,
and its inverse �a

�1 exists. Let ta0 � �a(0) be the
instant when the first user exits link a. The flow
xa

p(t) over the period [0, ta0] is uniquely determined
by

xa
p�t� � �

0

t

ua
p�s� ds, t � �0, ta0�, @p � Pa . (13)

From the strong FIFO condition on [0, T�], the in-
verse function �a

�1 is well defined over the interval
[ta0, �a(T�)] and we can write,

xa
p�t� � �

�a
�1�t�

t

ua
p�s� ds @t � �ta0 , �a�T��� @p � Pa .

(14)

Clearly, for given (ua
p(t))p�Pa

on [0, ta0], (xa
p)p�Pa

is
well defined and differentiable (a.e.) in the first pe-
riod [0, ta0]. Thus both xa and �a are well defined
and differentiable (a.e.) in this period. Furthermore,
from the assumption and Lemma 2.1, �a

�1 is well
defined, absolutely (indeed Lipschitz) continuous
and differentiable (a.e.) in [ta0, ta1]. From Eqs.
13–14 and Lemma 2.3, we know that xa and �a are
well defined and differentiable (a.e.) in [ta0, ta1],
where ta1 � �a(ta0). Denote tai � �a(tai�1), i �

1, . . . , Nu, where taNu
� �a(T�). An induction ar-

gument on the index i completes the proof.
(iv): Recall that (xa

p)�(t) � ua
p(t) � va

p(t). Together
with Eqs. 13 and 14, we obtain, from the absolute
continuity of �a

�1 and Lemma 2.3, an expression for
the exit flow rate function va:

va
p�t� � � 0 if t � �0, ta0�

ua
p��a

�1�t����a
�1���t� if t � �ta0 , �a�T���.

(15)
It follows from (i) that (�a

�1)�(t) � 0 (a.e.). Therefore,
va

p is well defined and nonnegative (a.e.). Moreover,
we have that

�
0

t

va
p�s� ds � �

ta0

t

ua
p��a

�1�s����a
�1���s� ds,

t � �ta0 , �a�T���

� �
0

�a
�1�t�

ua
p�s� ds,

which shows that va
p is integrable over the period

[0, �a(T�)]. e

Now, consider, for any given arc a, the set of
bounded entry flow rate functions over a period
[0, T�]:


�Ba , T�� � �u: u � L2�0, T��,

0 
 u�t� 
 Ba , t � �0, T���.

Using Theorem 2.2 we can prove that, under the
strong FIFO condition, the link dynamics correctly
defines a link flow operator xa over the domain
(
(Ba, T�)) �Pa�:

xa : ua 3 xa�ua�, @ua � �
�Ba , T��� �Pa�, (16)

where �Pa� is the number of paths through link a.
Indeed, for a given ua � (ua

p)p�Pa
, we can define

xa(ua) recursively as follows:

xa�t� � �
xa0�t� � �

p�Pa

�0
t ua

p�s� ds

if t � �0, ta0�
xa1�t� � �

p�Pa

��a0
�1�t�

t ua
p�s� ds

if t � �ta0 , ta1�···
xaNu�t� � �

p�Pa

��aNu�1
�1 �t�

t ua
p�s� ds

if t � �taNu � 1, taNu�,

	 (17)

where ta0 � Da(0), �a0(t) � t � Da(xa0(t)) for t in
[0, ta0], tai � �ai�1(tai�1), �ai(t) � t � Da(xai(t))
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for t � [tai�1, tai], i � 1, . . . , aNu and taNu
�

�aNu�1(T�).
Clearly, for given ua(t) in [0, ta0], (xa0(t), �a0(t))

is well defined in the first period. Given the link
entry flow rate ua for the periods [tai�1, tai], i � 1,
. . . , aNu, (xai(t), �ai(t)) is well defined by �ai�1

�1 (t).
The latter information only depends on the informa-
tion (xai�1(t), �ai�1(t)) at the preceding time period.
Therefore, the operator xa is well defined. Note that
this operator is exactly the dynamic link perfor-
mance function proposed by Ben-Akiva (1984). If all
links satisfy the strong FIFO condition on the ap-
propriate time period, then the DNS is well defined,
and so are the link flow operators xa. e

THEOREM 2.3. Assume that h � � and that the
strong FIFO condition is satisfied at all links of the
transportation network. Then the flow operator
x(h) � (xa(h))a�A is well defined.

Proof. Let � � min{ta0 � �a(0): a � A} � 0 and
h � �. For every link a � A, ua � (ua

p(h(t)))p�Pa
is

well defined over the interval [0, �]. From Theorem
2.2, we have a unique solution xa(h) � �p�Pa

xa
p(t)

where xa
p(t) � �0

t ua
p(s) ds. The functions �a

�1 and va
p

are well defined over [�a(0), �a(�)] for every link a �
A with �a(�) 
 2� and va

p(t) � ua
p(�a

�1(t))(�a
�1)�(t).

Note that, by obtaining the nonnegative and Leb-
esgue integrable exit functions va

p(t) for all t �
[�a(0), �a(�)], p � Pa and a � A, we have deter-
mined ua

p(t), p � Pa on [0, 2�] for all links. Applying
Theorem 2.2 again, we obtain unique solutions xa(t)
on [0, 2�] and va

p(t) on [�a(0), �a(2�)] with �a(2�) 

3� for all a � A and p � Pa. We know that va

p is
nonnegative and Lebesgue integrable. Repeat the
above process and let T� � be the (finite) instant when
every vehicle having entered the network during the
period [0, T] has reached its destination.

In at most n � T� �/� steps, we have determined
nonnegative and Lebesgue integrable functions ua
for all t � [0, n�] and all links. By Theorem 2.2, the
flow xa(t) is well defined over [0, �a(n�)]. This
shows that, for given h � �, xa is uniquely deter-
mined, i.e., the operator xa is well defined over the
set �, as a function of h. e

3. CONTINUITY OF THE NETWORK FLOW
OPERATOR

OUR OBJECTIVE IN this section is to show that the
network flow operator x is weakly continuous over
�, as a function of h. This strong result will be
instrumental in analyzing the existence of solutions
to both the DNS and the DNEP, and also performing
sensitivity analysis for the DNS.

3.1 Strong FIFO and the DNS

Under the strong FIFO condition, the link dynam-
ics possesses several nice properties that are stated
in the next theorem.

THEOREM 3.1. Assume that, almost everywhere over
a period [0, T�], (a) for every p � Pa, the flow entry
rate function ua

p(t) is well defined, nonnegative, Le-
besgue integrable and bounded from above by some
number Ba; (b) the strong FIFO condition with con-
stant �a holds over [0, T�]; (c) the link traversal
function Da is nonnegative, nondecreasing, continu-
ously differentiable and Lipschitz continuous with
constant LDa

. Then:

(i) �a
�1 is Lipschitz continuous with constant 1/�a

over [�a(0), �a(T�)] and (�a
�1)�(t) � 1/�a (a.e.);

(ii) for every p � Pa, xa
p(t) � BaT�, (xa

p)�(t) � Ba,
and xa

p is Lipschitz continuous with constant
(1 � 1/�a)Ba over its domain;

(iii)

�a 
 ��a�t� 
 1 � LDa�Pa�Ba ; (18)

(iv) for every p � Pa, va
p(t) � Ba/�a over its do-

main.

Proof. (i) See the proof of Lemma 2.1.

(ii) For any two instants t and t� in [0, ta0], with
ta0 � �a(0), we have

�xa
p�t� � xa

p�t�� � � � �
t

t�

ua
p�s� ds�


 Ba�t � t� �


 �1 � 1/�a� Ba�t � t� �.

Because �a
�1 is Lipschitz continuous with constant

1/�a on [ta0, �a(T�)], we obtain, for t � [ta0, �a(T�)],

xa
p�t� � xa

p�t�� � � �
�a

�1t

t

ua
p�s� ds � �

�a
�1�t��

t�ua
p�s� ds�


 � �
�a

�1�t�

�a
�1�t��

ua
p�s� ds� � � �

t

t�

ua
p�s� ds�


 �1 � 1/�a� Ba�t � t� �.

Therefore, xa
p is Lipschitz continuous on [0, �a(T�)],

with constant (1 � 1/�a)Ba. Because ua
p is bounded

by Ba, Eqs. 13 and 14 directly yield

0 
 xa
p�t� 
 T�Ba .
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Moreover, because va
p is nonnegative, Eq. 2 yields

� xa
p���t� � ua

p�t� � va
p�t�


 ua
p�t�


 Ba .

(iii) First, we note that (xa(t))� � �p�Pa
(xa

p)�(t) �
�Pa�Ba. The right part of the inequality of 18 follows
from the definition of �a and the Lipschitz continuity
of Da. By the definition of strong FIFO, the deriva-
tive of �a satisfies (a.e.) ��a(t) 
 �a.

(iv) Follows directly from Eq. 15 and (i). e

The continuity of the link flow operator relies on
analytical properties of integral operators that are
stated below. For ease of presentation, we drop the
indices a and p and present two new definitions and
two preliminary results.

DEFINITION 3.1. Let u and {uk} � 
(B, T�). We say
that the sequence uk converges to u in the integral
sense on 
(B, T�) if �0

t uk(s) ds 3 �0
t u(s) ds for

every t � [0, T�] and we write uk 3
I u on 
(B, T�).

Clearly, if uk converges weakly to u (uk h u), then
uk 3

I u on 
(B, T�).

DEFINITION 3.2. Let F be an operator defined on

(B, T�). We say that F is pseudo-weakly continu-
ous on 
(B, T�) if F(uk) 3 F(u) whenever uk 3

I u
on 
(B, T�).

Using the above definition and Proposition 2.1, we
obtain that the integral operator J defined by Eq. 10
is pseudo-weakly continuous on 
(B, T�).

PROPOSITION 3.1. Let r be a continuous real function
from [0, T�] into [0, T�] and consider the functional

��t, u� � �
0

r�t�

u�s� ds. (19)

If uk 3
I u on 
(B, T�) then {�(t, uk)} converges

uniformly to �(t, u) on [0, T�].

Proof. For any � � 0 and fixed t, let K(t) be an
index such that

���t, uk� � ��t, u� � 
 �

for all k 
 K(t). Because r is continuous on [0, T�]
and 
(B, T�) is bounded, for every instant t, there is
an open neighborhood N(t) � [0, T�] such that for
any t� in N(t) we have ��(t, uk) � �(t�, uk)� � � and
��(t, u) � �(t�, u)� � �. Therefore, we have
��(t�, u) � �(t�, uk)� � 3� for all t� in N(t) and for
all k 
 K(t). By the Heine–Borel covering theorem
(see page 42 of Royden, 1968), there exists a finite

subcover of the compact set [0, T�] by elements
N(t). Therefore, for any � � 0, there exists a number
K� such that, for k 
 K� and t in [0, T�],

���t, u� � ��t, uk� � 
 3�,

i.e., �(t, uk) converges uniformly to �(t, u) on
[0, T�]. e

3.2 Pseudo-Weak Continuity of the Link Flow
Operator

We are now in position to study the properties of
the link flow operator x. To simplify the notation, we
will temporarily omit the subscript a. Consider a
sequence {uk} � {(uk

p)p�P} pseudo-weakly converg-
ing to u on 
(B, T�)) �P�. We will show that, for
sufficient large k, there is a bijection between the
“breakpoints” in the link flow nested formulations
17 of uk and those of u. As a consequence, Nuk

� Nu.
For given uk, the function x(uk(t)) can be expressed
as

x�uk�t�� � �
x0k�t� � �p�P �0

t uk
p�s� ds

if t � �0, t0�
x1k�t� � �p�P ��0k

�1�t�t uk
p�s� ds

if t � �t0 , t1k�···
xNuk

�t� � �p�P ��Nuk�1�t�
�1 �t�t uk

p�s� ds
if t � �tNuk�1�1 , tNuk

,

	
where �0k(t) � t � D(x0k(t)), t � [0, t0], tik �
�(i�1)k(t(i�1)k), �ik(t) � t � D(xik(t)), t �
[t(i�1)k, tik], i � 1, . . ., Nuk

and tNuk � �Nuk�1(T�).

PROPOSITION 3.2. Let fk � L2[0, T�] be a sequence of
differentiable functions with uniformly bounded de-
rivatives that converges toward a continuous func-
tion f � L2[0, T�]. Then �fk(t) � f(t)� converges
uniformly to 0 on [0, T�].

Proof. (i) Convergence. Suppose that �fk(t1) �
f(t1)� does not converge to 0 for t1 � [0, T�], i.e.,
there exists a positive number �1 and a sequence {k�}
such that, for all k�,

�fk��t1� � f�t1� � � �1 . (20)

From the continuity of f, there exists a neighborhood
N(t1) of t1 such that

�f�t1� � f�t� � 

�1

3 @t � N�t1�. (21)

Because fk is differentiable with uniformly bounded
derivative, there exists a neighborhood N1(t1) of t1
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such that

�fk��t� � fk��t1� � 

�1

3 @t � N1�t1�.

However, for every t � N(t1) � N1(t1),

�fk��t� � f�t� � � �fk��t1� � f�t1� � � �f�t1� � f�t� �

� �fk��t� � fk��t1� �,

in contradiction with the convergence of fk 3 f on
L2[0, T�].

(ii) Uniform convergence. Assume, by contradic-
tion, that there exists a positive number �2 and an
infinite sequence {t(k�)} such that

�fk��t�k��� � f�t�k��� � � �2 . (22)

Because {t(k�)} is bounded, there exists a subse-
quence {t(k�)} converging to t2 � [0, T�]. For suffi-
ciently large values of the index k�, we have the
inequalities

�fk��t�k��� � fk��t2� � 

�2

3 ,

�f�t2� � f�t�k��� � 

�2

3 ,

�fk��t2� � f�t2� � 

�2

3 .

The addition of the above inequalities contradicts
Eq. 22. e

THEOREM 3.2. Assume that

(i) there exists a finite instant T� such that u �
(up)p�P and uk � (uk

p)p�P are well defined,
nonnegative, Lebesgue integrable and bounded
from above by B on [0, T�];

(ii) the strong FIFO condition holds, with constant
�;

(iii) the arc traversal time function D is nonnega-
tive, nondecreasing, differentiable and Lip-
schitz continuous with constant LD;

(iv) uk
p 3I up, @p on 
(B, T�).

Then the operator sequence {x(uk)} converges to x(u),
i.e., x is pseudo weakly continuous on (
(B, T�)) �P�

and vk
p 3I vp on 
(B/�, �(T�)), where vp is the exit

flow rate corresponding to the entry flow rate up.

Proof. From the assumptions and Theorem 2.1,
all functions involved are measurable and bounded,
hence square integrable. Let us consider the interval
M0 � [0, t0]. Because uk

p 3I up on 
(B, T�), by

Proposition 2.1, we have x0k
p 3 x0

p on M0, i.e.,

�0k
p � �

M0

�x0
p�s� � x0k

p �s� �2 ds 3 0.

By Proposition 3.1, we have that x0k(t0) 3 x0(t0).
But,

��0�t0� � �0k�t0� � 
 LD�x0�t0� � x0k�t0� �.

Thus, �0k(t0) 3 �0(t0), i.e., t1k 3 t1. Hence, for any
	 � 0, there exists an index K0 such that for all k 

K0, we have

t1k � N1 � �t1 � 	, t1 � 	�. (23)

Now consider the interval M1 � [t0, t1 � 	] and set
t� � �0(t). We have

�x1k
p �t�� � x1

p�t�� �2


 2� �
�0k

�1�t��

�0
�1�t��

uk
p�s� ds� 2

� 2� �
t�

�0
�1�t��

�up�s� � uk
p�s�� ds� 2


 2B2��0
�1�t�� � �0k

�1�t�� �2 � 2 ��0
p�t�� � �0k

p �t�� �2,

where

�0
p�t�� � �

t�

�0
�1�t��

up�s� ds

and

�0k
p �t�� � �

t�

�0
�1�t��

uk
p�s� ds.

Thus,

�1k
p � �

M1

�x1k
p �t�� � x1

p�t�� �2 dt�


 2B2�
M1

��0
�1�t�� � �0k

�1�t�� �2 dt�

� 2�
M1

��0
p�t�� � �0k

p �t�� �2 dt�

� 2�1k
p1 � 2�1k

p2 . (24)
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For k 
 K0, the first term of Eq. 24 satisfies

�1k
p1 � B2�

�0
�1�M1�

��0
�1��0�t�� � �0k

�1��0�t�� �2��0�t� dt


 B2�1 � LD�P �B��
�0

�1�M1�

��0k
�1��0k�t��

� �0k
�1��0�t�� �2 dt

�since 0 
 ��0�t� 
 1 � LD�P �B�



B2�1 � LD�P �B�

�2 �
�0

�1�M1�

��0k�t� � �0�t� �2 dt

�from the Lipschitz continuity of �0k
�1�



LD

2 B2�1 � LD�P �B�

�2 �
�0

�1�M1�

�x0k�t� � x0�t� �2 dt

�from the Lipschitz continuity of D�



LD

2 B2�1 � LD�P �B�

�2 �
M0

�x0k�t� � x0�t� �2 dt

�since �0
�1�M1� � M0�

� ��0k ,

where � � LD
2 B2(1 � LD�P�B)/�2.

Let us estimate the second term of Eq. 24: �1k
p2 �

�M1
��0

p(t�) � �k
p(t�)�2 dt�. From Proposition 3.1, �k

p

converges uniformly to �0
p on M1 and �1k

p2 3 0. We
conclude that, for sufficiently large k, we have �1k

p �
��0k � �1k

p2. Hence �1k
p 3 0 when k 3 �	, i.e.,

x1k
p 3 x1

p on M1 for every p. Moreover, we have that
x1k3 x1 on M1, i.e., �1k � �M1

�x1(s) � x1k(s)�2 ds3 0. In
contrast, the Lipschitz continuity of x and Proposi-
tion 3.2 imply, for sufficiently large k, the relation-
ships

��1k�t1 � 	� � t2�


 ��t1 � 	� � t1� � LD�x1k�t1 � 	� � x1�t1� �


 	 � LD� �x1�t1 � 	� � x1�t1� �

� �x1k�t1 � 	� � x1�t1 � 	� ��


 	 � LD�P �B�1 � 1/��	 � LD	

� �1 � LD � LD�P �B�1 � 1/���	

� �	

� 	2 .

As stated in the first part of this proof, we have, for
k 
 K0 and t1k � N1,

t1k � �1k�t0� 
 t1 � 	.

Thus, for sufficiently large k we have

�t1 � 	, t2 � 	2� � ��1k�t0�, �1k�t1 � 	��.

Letting M2 � [t1 � 	, t2 � 	2], we get �1
�1(M2) �

M1. Furthermore,

�x1k�t1k� � x1�t1� �

� � �
p�P


 �
�1k

�1�t1k�

t1k

uk
p�s� ds � �

�1
�1�t1�

t1

up�s� ds� �
� � �

p�P

 �

t0

t1k

uk
p�s� ds � �

t0

t1

up�s� ds� �

 � �

p�P

 �

t0

t1

�uk
p�s� � up�s�� ds� � � B �P � � �t1k � t1�.

Because, for every p � P, uk
p 3I up on 
(B, T�) and

t1k 3 t1, there follows x1k(t1k) 3 x1(t1). Also,

�t2k � t2� � ��1k�t1k� � �1�t1� �


 �t1k � t1� � LD�x1k�t1k� � x1�t1� �

implies that t2k 3 t2. We conclude that there exists
K1 
 K0 such that for every k 
 K1,

�1
�1�M2� � M1 and t2k � N2 � �t2 � 	2 , t2 � 	2�.

(25)
Consider the interval M2 � [t1 � 	1, t2 � 	2]. Let
t� � �1(t�). Using the same arguments as before, we
obtain

�2k
p � �

M2

�x2k
p �t�� � x2

p�t�� �2 dt�


 2B2�
M2

��1
�1�t�� � �1k

�1�t�� �2 dt�

� 2�
M2

��1
p�t�� � �1k

p �t�� �2 dt�

� 2�2k
p1 � 2�2k

p2 ,

where

�1
p�t�� � �

t�

�1
�1�t��

up�s� ds
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and

�1k
p �t�� � �

t�

�1
�1�t��

uk
p�s� ds.

We can also demonstrate that �2k
p 3 0 for every p

and �2k 3 0. For sufficient large k, we have

��2k�t1 � 	� � t2� 
 �	 � 	2

��2k�t2 � 	2� � t3� 
 �	2 � 	3 .

Letting M3 � [t2 � 	2, t3 � 	3], we get �2
�1(M3) �

M2. We can also show that t3k 3 t3. Thus, we
conclude that there exists K2 
 K1 such that for any
k 
 K2, �2

�1(M3) � M2 and t3k � N3 � [t3 � 	3,
t3 � 	3].

We pursue the above process until k � Nu. The
analysis of this recursive scheme shows that, for
sufficiently large k, the number of partitions for uk
is equal to that for u, i.e., Nuk

� Nu. If 	 satisfies
max1�i�Nu

�i�1 	 � D(0)/2, we have �i�0
Nu Mi � A.

For any such positive constant 	, there exists K such
that for any k 
 K, we have

�k
p � �

0

��T��

�xp�t� � xk
p�t� �2 dt


 �
i�0

Nu

� ik
p � 2 �

i�1

Nu

	 i


 �
i�0

Nu

� ik
p � 2	 �

i�1

Nu

� i�1


 �
i�0

Nu

� ik
p � m	,

where m is some positive constant and �ik
p 3 0

when k 3 	. Finally, because 	 is an arbitrarily
small positive number, we conclude that �k

p 3 0
when k 3 �	, i.e., �xk

p � xp� 3 0. We also note that
�xk � x� 3 0 and

�
0

t

�vk
p�s� � vp�s�� ds

� �
0

t

�uk
p�s� � up�s�� ds � � xk

p�t� � xp�t�� (26)

for any t in [0, �(T�)]. Because, for every p � P,
xk

p3 xp and uk
p3I up on 
(B, T�), thus vk

p3I vp on

(B/�, �(T�)). This completes the proof. e

THEOREM 3.3 (weak continuity). Assume that

(i) there exists a finite instant T such that the path
flow departure rate functions hp, p � P, are
well defined on �;

(ii) all links satisfy the strong FIFO condition with
uniform constant � on [0, T];

(iii) the link traversal time functions Da are non-
negative, nondecreasing, continuously differ-
entiable and Lipschitz continuous (a.e.).

Then the flow operator x(h) � (xa(h))a�A is well
defined and weakly continuous on �.

Proof. The assumptions imply the existence of a
number B� � 0 such that hp(t) � B� for all t in [0, T]
and all hp in �. Let hk h h on � and � � min{ta0:
a � A} � 0. It is clear that, for all link a � A and
p � Pa, ua

p(h(t)) and ua
p(hk(t)) are well defined on

the interval [0, �], and ua
p(hk) 3I ua

p(h) on 
(B� , �).
By Theorem 3.2, the functions xa(hk) and xa(h) are
well defined on [0, �] whereas the functions va

p(hk)
and va

p(h), p � Pa, are well defined on [0, �a(�)] for
all links a � A with �a(�) 
 2�. We have that xa(hk)
3 xa(h) and va

p(hk) 3I va
p(h) on 
(B� /�, �a(�)). Let

B1 � B� /�. In obtaining the flow exit functions
va

p(h(t)), t � [ta0, �a(�)], p � Pa, a � A, we simul-
taneously determined ua

p(h(t)) and ua
p(hk(t)) on

[0, 2�]. Applying again Theorem 3.2, we determine
uniquely xa(h(t)), xa(hk(t)), �a(h(t)), �a(hk(t)) on
[0, 2�] and va

p(hk(t)), va
p(h(t)) on [0, �(2�)] with

�a(2�) 
 3�. Moreover, we have that va
p(hk) 3I

va
p(h) on 
(B1/�, �a(2�)). Let T� be the instant when

the last vehicle exits the network. Because T� is
finite, in at most n � T�/� steps, we have deter-
mined ua

p(h(t)) and ua
p(hk(t)) for all t in [0, n�] and

ua
p(hk) 3I ua

p(h) on 
(Bn, �a(n�)) with �(n�) 
 (n �
1)�. Finally, we obtain the unique solution xa(h(t)),
xa(hk(t)) for t in [0, T�], and xa(hk) 3 xa(h) when
hk h h on �. This completes the proof. e

4. THE DYNAMIC USER EQUILIBRIUM PROBLEM

IN THIS SECTION, we address the existence of a solu-
tion to the dynamic user equilibrium problem.

4.1 The Path Traversal Time

Let Sp(t, h) denote the traversal time for path p
given that departure from the origin occurs at time
t and that the path flow departure rate is h(t) for t
in [0, T]. Given a flow departure rate function h �
�, the traversal time Sp(t, h) for users traveling on
path p � (ap1, ap2, . . . , apnp

) and leaving the origin
node at time t is

Sp�t, h� � Dp1� xp1�t�� � �
i�2

np

Dpi� xpi��pi�1�t���, (27)
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where �pi(t) � �pi�1(t) � Dpi(xpi(�pi�1(t))) and
�p1(t) � t � Dp1(xp1(t)). If all links satisfy the
strong FIFO condition, then a similar condition
holds for all paths of the network, i.e., Sp(t, h) �
Sp(t�, h) whenever t � t�. Hence, from Theorem 2.1,
Sp(t, h) is measurable and square integrable. The
corresponding path travel time operator is

Sp�h� � Sp�t, h�, (28)

and the network traversal time operator is defined
as

S�h� � �Sp�h��p�P . (29)

THEOREM 4.1. Assume that there exists a finite in-
stant T� such that

(i) all path flow departure rates hp(t) are well
defined over �;

(ii) all links satisfy the strong FIFO condition with
a uniform constant � over [0, T�];

(iii) the link traversal time functions Da are non-
negative, nondecreasing, differentiable and
Lipschitz continuous (a.e.) over [0, T�].

Then the network traversal time operator S is weakly
continuous over �.

Proof. We only need to prove the weak continuity
of every operator Sp(h) on �. From the assumptions,
Theorem 3.3 holds, and x(h) � (xa(h))a�A is well
defined and weakly continuous over �. Because
�p1(h(t)) � t � Dp1(xp1(t)), �p1(h) is weakly con-
tinuous over �. Moreover, �p2(h(t)) � �p1(t) �
Dp2(xp2(�p1(t))). Thus �p2(h) is also weakly contin-
uous over �. A similar argument shows that
�p3(h), . . . , �pnp

(h) are weakly continuous over �.
The weak continuity of Sp follows from the continu-
ity of Da and the weak continuity of xa. e

4.2 Definition of the Dynamic User
Equilibrium Model

In Smith (1993) and Smith and Wisten (1994), a
dynamic user equilibrium for the route choice prob-
lem with predetermined departure times (RC equi-
librium) has been characterized as follows.

DEFINITION 4.1 (RC equilibrium). Let h � �. Then h
and the user cost function S(t, h) form an RC equi-
librium if, for almost every instant t and for every
two paths associated with a given origin–destination
pair, one has

Sp�t, h� � Sq�t, h� f hp�t� � 0. (30)

Smith and Wisten (1994) have characterized an RC
equilibrium h* � � as a solution of the variational

inequality,

�
r,s

�
p�Prs

�
0

T

Sp�t, h*��hp�s� � h*p�s��ds � 0

@h�t� � � (31)

or, in compact form,

�S�h*�, h* � h� 
 0 @h � �. (32)

4.3 Existence of Solutions to the Dynamic
User Equilibrium Problem

In this section, we adapt the technique developed
in MARCOTTE and ZHU (1995) to prove the existence
of at least one solution to variational inequality 32.
The following definition will be required in the proof
of the existence theorem.

DEFINITION 4.2 (LIONS, 1969). Let � be a subset of a
reflexive Banach space V, V* its dual space, and J a
mapping from � into V*. We say that J is pseudo-
monotone (in the Lions sense) if J is bounded on �
and, for all sequences {hk} of � converging weakly to
h, and such that

lim sup
k

�J�hk�, hk � h� 
 0,

we have

lim inf
k

�J�hk�, hk � y� � �J�h�, h � y� @y � �.

Note that the former definition does not correspond
to the standard definition of pseudomonotonicity for
point-to-set mappings (see KARAMARDIAN and
SCHAIBLE, 1990). In Lions (1969), it is shown that, if
J is pseudomonotone (in the Lions sense) on a non-
empty, closed, convex and bounded subset � of a
reflexive Banach space, then there exists at least
one point h* satisfying the variational inequality,

�S�h*�, h* � h� 
 0 @h � �.

THEOREM 4.2 (existence of an RC equilibrium). Let
T� be a finite instant such that, for all t in [0, T�], all
path flow departure rate functions hp are well de-
fined on �, all links satisfy the strong FIFO condi-
tion with constant � and the link traversal functions
Da are nonnegative, nondecreasing, differentiable,
and Lipschitz continuous (a.e.). Then the solution set
of the infinite dimensional variational inequality 32
is nonempty.

Proof. We proceed to check the assumptions of
Lions’ existence theorem.
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(i) By construction, the set � is closed, convex,
and bounded.

(ii) From Theorem 4.1, S is weakly continuous
over �.

(iii) If S is not bounded, then there exists a se-
quence {hk} in � such that �S(hk)� 3 � 	.
But, because � is weakly compact, there is a
subsequence {hnk

} converging weakly to h in
�. From the weak continuity of S, we have
�S(hk) � S(h)� 3 0, a contradiction. We con-
clude that S(h) must be bounded (a.e.).

(iv) Pseudomonotonicity of S: Let {hk} be a se-
quence in � converging weakly to h in �, and
y an arbitrary element of �. We have

� �
0

T

�S�hk�t�� � S�h�t��, hk�t� � y�t��2 dt
 2


 �S�hk� � S�h��2�
0

T

�hk�t� � y�t��2
2 dt


 �S�hk� � S�h��2D̂2,

where D̂ is the diameter of the bounded set �. From
(ii), we get

lim
k3	

�S�hk� � S�h�, hk � y�

� lim
k3	

�
0

T

�S�hk�t�� � S�h�t��, hk�t� � y�t��2 dt � 0

and

lim
k3	

�S�hk�, hk � y�

� lim
k3	

��S�h�, hk � y� � �S�hk� � S�h�, hk � y��

� �S�h�, h � y�.

This implies, clearly, that S is pseudomonotone (in
the Lions sense) over �. e

5. A SUFFICIENT CONDITION FOR STRONG FIFO

THE FIFO AND STRONG FIFO conditions are speci-
fied with respect to a time interval. A link satisfying
the FIFO condition during period [0, T1] might not
satisfy it over a longer period [0, T2]. From the
definition of link dynamics, we have, during the
initial period [0, ta0],

xa
p�t� � �

0

t

ua
p�s� ds,

and the strong FIFO condition will always prevail in
the time interval [0, ta0], provided that the link
traversal time functions Da are positive. In practice,
we are interested in the strong FIFO condition over
the domain [0, T�] of link entry flow rates. Friesz et
al. (1993) have proved that the FIFO condition is
met when the functions Da are affine. We
strengthen this result by showing that strong FIFO
is satisfied as well.

THEOREM 5.1. Let T� be a finite instant such that,
for all t in [0, T�], the function ua

p (p � Pa) is well
defined, nonnegative, bounded from above by Ba,
and Lebesgue integrable. Assume further that
Da(xa) � �axa � �a, where �a is nonnegative and �a
is positive. Then

va
p�t� 
 1/�a @t � �0, T��, (33)

and strong FIFO holds with constant �a, i.e.,

��a�t� � �a �
p�Pa

ua
p�t� � �a , with �a � 0. (34)

Proof. We will adapt the recursive technique de-
vised by Friesz et al. (1993). In the initial period
[0, ta0], xa is absolutely continuous and differentia-
ble (a.e.) and so is �a, with

��a�t� � 1 � D�a� xa�t�� �
p�Pa

ua
p�t�

� 1 � �a �
p�Pa

ua
p�t�

� �a �
p�Pa

ua
p�t� �

1
1 � �a�Pa�Ba

.

Moreover, we have that va
p(t) � 0 � 1/�a over that

time period. Now assume that, at the ith period
[ti�1, ti], xa and �a are well defined (a.e.), absolutely
continuous, differentiable, and that Eqs. 33 and 34
hold with �a � 1/(1 � �a�Pa�Ba)i. We want to prove
that xa, �a are also absolutely continuous and Eqs.
33–34 hold for the (i � 1)st time period [ti, ti�1],
with �a � 1/(1 � �a�Pa�Ba)i�1, ti � �a(ti�1), and
ti�1 � �a(ti). Because Eq. 34 holds and �a is abso-
lutely continuous in the ith period, then �a

�1 is well
defined (by Lemma 2.1) and (Lipschitz continuous)
absolutely continuous in the (i � 1)st period (by
Lemma 2.2). Using Eqs. 2 and 14, we observe that

va
p�t� �

ua
p��a

�1�t��

��a��a
�1�t��



ua

p��a
�1�t��

�a�p�Pa ua
p��a

�1�t��


 1/�a , (35)
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i.e., Eq. 33 holds. From the knowledge of �a
�1 in the

(i � 1)st period, xa and �a are well defined and
absolutely continuous in the (i � 1)st period. Fur-
thermore, based on Eqs. 2 and 14, we obtain

��a�t� � 1 � D�a� xa�t�� x�a�t�

� 1 � �a �
p�Pa

ua
p�t� �

�a�p�Pa
ua

p��a
�1�t��

��a��a
�1�t��

� �a �
p�Pa

ua
p�t�

�

1
�1 � �a�Pa�Ba�

i

�a �p�Pa
ua

p��a
�1�t�� �

1
�1 � �a�Pa�Ba�

i

� �a �
p�Pa

ua
p�t� �

1
�1 � �a�Pa�Ba�

i�1 ,

i.e., Eq. 34 holds with �a � 1/(1 � �a�Pa�Ba)i�1.
Because ti � ti�1 
 ta0 � Da(0) � 0 for all i and T�
is finite, the recursion must be finite. e

COROLLARY 5.1. Let T� be a finite instant such that
hp(t) is bounded by B� for all p in P and all t in
[0, T�] and assume that, for all a in A, Da(xa) �
�axa � �a, where �a is nonnegative and �a is posi-
tive. Then every link entry rate ua

p is bounded by
Ba � max{B� , 1/�}, where � � mina�A{�a} and sat-
isfies the strong FIFO condition with constant (1 �
maxa�A{�a�Pa�Ba})�1 on the appropriate time pe-
riod.

Proof. From Eq. 35, the link exit flow rate va
p(t) is

uniformly bounded by 1/�a. Thus the link entry flow
rate ua

p is bounded by

Ba � max�B� , 1/��.

To demonstrate the strong FIFO condition, we only
need to increase the system time index and repeat-
edly apply the argument used in the proofs of The-
orem 2.3 and Theorem 5.1. e

Our final result deals with the case of nonlinear
traversal time functions and states that strong
FIFO will be satisfied if the derivative of the link
traversal time function Da is not too large.

THEOREM 5.2. Let T� be a finite instant such that,
for all t in T� the functions ua

p, p � Pa are well
defined, nonnegative, and Lebesgue integrable, and
�p�Pa

ua
p(t) is bounded from above by Ba (Ba 
 1).

Let the functions Da be nonnegative, nondecreasing,
and differentiable with respect to xa. If D�a(xa) �
1/(Ba � �) for some positive number �, then the

strong FIFO condition on arc a with constant
�/(Ba � �).

Proof. We will prove, by induction, that

�
p�Pa

va
p�t� 
 Ba (36)

and

��a�t� �
�

Ba � �
. (37)

The second inequality implies that strong FIFO
holds for link a.

In the initial period [0, ta0], xa is absolutely con-
tinuous and differentiable (a.e.) and so is �a. We
have

��a�t� � 1 � D�a� xa�t�� �
p�Pa

ua
p�t� � 1 � �/�Ba � ��,

and �p�Pa
va

p(t) � 0 � Ba, trivially. Now suppose
that, in the ith period [ti�1, ti], xa and �a are well
defined, absolutely continuous and differentiable
(a.e.), and that Eqs. 37 and 36 hold. We want to
prove that Eqs. 37–36 are also satisfied in the (i �
1)st period [ti, ti�1], where ti � �a(ti�1) and ti�1 �
�a(ti). Because, in the ith period, Eq. 37 holds and �a
is absolutely continuous in the ith period, from Lem-
mas 2.1 and 2.2, �a

�1 is well defined and absolutely
(indeed Lipschitz) continuous in the (i � 1)st period.
Using Lemma 2.3, and Eqs. 2 and 14, we get

�
p�Pa

va
p�t� �

�p�Pa
ua

p��a
�1�t��

��a��a
�1�t��



��p�Pa

ua
p��a

�1�t����Ba � ��

��p�Pa
ua

p��a
�1�t��� � �


 Ba ,

i.e., Eq. 36 holds. From the knowledge of �a
�1 in the

(i � 1)st period, xa and �a are well defined, abso-
lutely continuous and differentiable (a.e.) in the (i �
1)st period, and

��a�t� � 1 � D�a� xa�t�� x�a�t�

� 1 � min�0,
�p�Pa

�ua
p�t� � va

p�t��

Ba � �
�

�
��p�Pa

ua
p�t�� � �

Ba � �

�
�

Ba � �
,
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i.e., Eq. 37 holds. Finally, since ti � ti�1 
 ta0 �
Da(0) � 0 for every i and T� is finite, the recursion
is finite. e

COROLLARY 5.2. Let �p�P hp be bounded from above
by B� on [0, T] and let

D�a� xa� 

1

�Pa�nB� � �
, (38)

where � � 0, n � T�/mina�A Da(0) and T� is the exit
time of the last vehicle having entered the network
before or at instant T. Then every total link entry
flow is bounded by �Pa�nB� and satisfies the strong
FIFO condition with constant �/(�Pa�nB� � �).

Proof. The proof is similar to that of Corollary 5.1,
i.e., we increase the time index and repeatedly make
use of Theorem 5.2 and the argument used in the
proof of Theorem 2.3. In contrast with the affine
case, the bound on the total exit flow �p�Pa

va
p(t)

now depends on the bound on the total entry flow
rate �p�Pa

ua
p(t). From the assumptions, we have

D�a(xa) � 1/(�Pa�nB� � �), and, thus, the total entry
flow rate �p�Pa

ua
p(t) is bounded by Ba � �Pa�nB�

over [0, T�]. Thus ��a(t) 
 �/(�Pa�nB� � �) for t in
[0, T�] and the result follows. e
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