EXAMPLES

In the following, round brackets (-) are used for vectors and matrices in the “standard” basis, or simply when
we do not want to specify any basis.

1 0 1 1
Let A=(1 1 1 1| andV ={x= (z1,22,23,24)"|Ax = 0}. Let us row-reduce A:
2 1 2 2
1 0 1 1 1 01 1
A~10 1 0 0]~10 1 0 O
01 00 0 00O
Solution of the homogeneous system: x4 free, x3 free, o =0, x1 = —x3 — x4, or:
—T3 — X4 -1 -1
0 0 0
I3 = T3 1 * 24 0
T4 0 1
-1 -1
0 0 . .
Hence B = 111 o is a basis for V.
0 1
10 1 1 1 0 1 1
. To find a basis for the row spaceof A= |1 1 1 1|, werow-reduce Ato |0 1 0 0 |, whose first
21 2 2 0 00 O
two rows form a basis for the row space.
1 2 1
. Let us find a basis for the column space of the matrix A = [ 2 4 7 | composed of column vectors of A.
3 6 3
1 2 3
We will work on the row spaceof A' =2 4 6
1 7 3

Let us row-reduce the matrix A, without switching rows:

1 2 3
At=12 4 6 pick row 1: b} = (1 2 3)
1 7 3
1 2 3
~10 0 O drop row 2
1 7 3
1 2 3
~[0 0 0 pick row 3: b5 = (1 7 3).
0 5 0

The required basis is composed of columns 1 and 3 of A (rows 1 and 3 of A*). The rank of A is 2.



4. e Let {vy,...,v,} be an orthogonal set of vectors and assume that Zle a;v; = 0. Then, for any index k:

n n
0= (v, Z%‘W) = Zai<vk,vi> = OékHVk”Q = qp = 0.
i=1

i=1

e Let V be the vector space spanned by the functions sinz and cosz. Define

(f.9) = /wa(x)g(x) dz.

Let f(z) =sinz + cosz and g(z) = sinz — cosz. Then:

(f,g>:/Ow(sinx—i—cosm)(sinm—cosm)dm:/Oﬂ(sinzac—cosQ:r)dm
= —/Trcostdx: —(sin2x/2)|g =0 (f(x) L g(x))
0

I£11? = /()7T(sin:1c—|-(:osx)2 dr = /Oﬂ(l +sin2z)dz =7
[d(f.9)* = || () — g()|* = |2 cos z||* = 4] cos z®

:4/ Cosx-cosxdx:4/ (1 + cos2x)/2dx = 2.
0 0

5. Let V = R? with inner product (u,v) = uyv1 + ugvz. the Cauchy-Schwarz inequality tells us that

|ugvy + ugve| < \/u? + uj3 \/v% + 3.
Let u= (1 2),v=(3 —4)"and check that

5= |(u,v)| < ull v = V5-5.

6.7. @ Let b; = (cosf sinf) and by = (—sinf cosf)’. Then B = {by, by} is an orthonormal basis for
R?. Hence the rotation matrix cgs@ —sinf

sind  cosf

( cosf sinf

—sinf cosf

) is an orthogonal matrix whose inverse is its transpose

). Any vector in R? can be expressed with respect to the basis B. For example:

()= (0) () )+ ((3) (o) ()

cos @ +sin 6 }
B

= (cosf + sin@)by + (—sinf + cos )b = [—Siné) 4 cosd

Now let W = lin {b/,b}}, where b} = (3/5 0 4/5)" and by, = (4/5 0 —3/5)"; B’ = {b/,bL} is an
orthonormal basis for the subspace W of R®. Let us compute the (orthogonal) projection pof v= (0 4 4 )t
onto W:

0 3/5 3/5 0 4/5 4/5 0
p:<4,o>o+<4,o>o:[_1162//55}:0
4 4/5 4/5 4 -3/5 -3/5 B 4

The orthogonal component of v with respect to Wis (0 4 0 )t.



o Let us find p = Projy (v), where v = (—1,2,6,0)" and W = lin{(O 10 1), (-1 0 1 2)t} =
{b1,ba}.
Q first method: Since p € W we can write p = a1b; + asbs. Also: (v — p) L W implies that

<V — Oélbl — Oégbg,b1> =0
<V — Oélbl — Oégbg,bg) =0.

Rearranging terms, we obtain the linear system:

az||b1]|* 4+ az(by, ba) = (v,by)
a1(b1, ba) + as|[ba* = (v, by).

We have: ||b1||?2 =2, |[b2]|? =6, (b1,b2) =2, (v,b;) =2 and (v,bs) = 7. The linear system is:

2001 + 200 =1
2001 + 6ag = 7.

Its solution is oy = —1/4, ay = 5/4. Finally: p = —1/4b; 4+ 5/4by = (-=1/4) (=5 -1 5 9)".

¢ second method: Gram-Schmidtize {by, b2} and use a well-known (!) formula. We easily obtain b} = %
0 -1 -1 0 0
1 (1 . 0 0 1 (1 1 (1
;L o _ il _—
b] = 7| o by = normalize 1 < 1 & o > 7o
1 2 2 1 1
-1 0
B . o) [1
= normalize 1 0
2 1
-1 -1
= normalize -1 L
- ’ 1]~ 2|1
1 1
0 -1 ~5/4
2 (1) 5 1[ -1 ~1/4
_ / !/ / /I = — . = =
p= <Vab1>b1+<vvb2>b2 - \/i 0 + 2 9 1 5/4
1 1 9/4

The distance from v to W is the norm of the orthogonal component v — p:

L

1
distance = |[v—pl = (3 § % —3)|=VI2+9+19+(-9?=

e Let B = {by,bs} = {1,z} be a basis for P, and (f,g) = fol f(t)g(t)dt. Let us orthogonalize B into
B = {b}, by}:

1
Hb1||2=/ 1-1dt=1and b} =b,
0

1
b’, = normalize {x— (/ t- ldt) '1}
0

= normalize {z — 1/2}
1
since ||z — 1/2[]* = / (t—1/2)*dt = 1/12
0

we have by = V12 (z — 1/2).



10.

K e M i Rl

Let P, denote the vector space of second-order polynomials and let B = {1, x, 2%} denote its standard basis.

Let B’ = {(1) , <é)} be a basis of R?. Consider the linear transformation from P into R? defined as:

2\ ag + 2as . . /
T(ap + a1z + agx®) = (ao +ay + 3a ) . The columns of the transformation matrix Ag_, g are
1 1 0 1 2 3
1 0] 5 1 -1z 3 —1]5
1 1 3
AB—>B’ = [T(B)]B/ = |: :| .
0 -1 -1 B—B'

Let v = ag + a1& + asx® € Py. In the basis B, v = [ag a1 a9 ]B; T can be expressed matricially as:

ago
1 1 3 ap + ay + 3as ag + 2as
T ;= A = - -
[ (V)]B [V]B [0 1 _1:|BHB’ Z; |: —a1 — as ]B’ [ao +a; + 3a2:|1

B

where I denotes the standard basis of R2.

The kernel of the preceding transformation can be obtained by row-reducing the transformation matrix:

apn a1 as ap a1 a2
1 1 3 10 1 0 2 | 0
0 -1 -1 1] 0 0o 1 1 | o)
The solution to this homogeneous system is: as = 0, a; = —a9 and a9 = —2asy. Consequently, a solution can
—2@2 -2
be written as: | —aso oras | —1| , and the polynomial v = —2 — z + 2 is a basis for the kernel of T.
as 1

B B
You should try to change the target basis B’ (take the standard basis for instance) and check that the kernel

is still the same!



11.

12.

13.

14.

e The range of the preceding transformation T can be obtained by computing the column space of the

1 0
transformation matrix A = L1 3 or, equivalently, the row space of A = [ 1 —1 |. A basis
0 —1 —1|, . s 4

for the row space of A? is 1 , 0 = ! , 0 . There are others.
0]5 7 [1]p5 1 1

O Let V-1 % o, Vo and T =T o Ty. We can write:
rank (T') = dim(T5 o T1)(V) < dim(73(V)) = rank (T})

Also: vy € range (T') = vo = To(vy) where vi = T1(v) = v € range (Tz). Therefore: range (T') C range (T5),
i.e. rank (T') < rank (T3). Putting all this together yields

rank (T') < min {rank (T}), rank (T%)}.
For matrix transformations, this yields the interesting result: rank (AB) < min {rank (A),rank (B)}. If A =
(1 —1)and B=(1 l)t, then AB = (0) and 0 = rank (AB) < min{rank (A4),rank (B)} = min{1,1} = 1.
Now let A be an m x n matrix with m > n. We have rank (4) < n. Furthermore, AA! is a square matrix of

order m whose rank, by the preceding result, has to be less than n < m and we can conclude that A is not
invertible, without evaluating the product AA!!

In the transformation of 10.11.12., it is readily checked that

dim(ker(7T)) + dim(range(T")) = 1 + 2 = 3 = dim(Fz).

Let B = { (é) , (?) } and B’ = { ( }) , <_11 ) } be two basis for R2. Consider the transformation from

R? into itself defined by:
1 2 x
L)), - 1 3L Bl
( 4 B)]B 5 g Lvls

. . . 1 -1 - . C
The transition matrix from B’ to Bis P! = 11 } , and the transition matrix from B to B’ is its inverse
B

1 1 . o . . . .
P = % {_ 1 1} . The transformation matrix with respect to the basis B’ is obtained by performing the
B/

product:

I _ -1 _ 5 1
v [3]

r((31,)], -5 2L 1,3, =
L (] 0 O 4 e

1 1 2 -1
LetA:<_2 4) andP:(_1 1).Wehave.

B:PAPIZ(_21 _11> <_12 i) G é):(g g)

The matrix B is similar to A and has a simpler (diagonal) form.

Consider the vector v = 1 = 0 . We have:
L 2]p




15.

16.

17.

3 -2 0 A—3 2 0

Let A= -2 3 0]. Then: det( A\l —A)=| 2 A=3 0 |=(A—1)(A—5)2 Let us find the
0 0 5 0 0 A—5

eigenspace corresponding to A = 5, by solving the system A — A\l = 0:

2 2 0 | O 110 1] 0
2 2 0 | 0fJ~[0 0O O | 0] = z3free,xzs free 1 = —x2
0 0 0 | O 000 | O
-1 0 -1 0
and the general solution can be written zo 1 | +x23| 0 |. The set B5 = 1 , 10 is a basis for
0 1 0 1

the eigenspace associated with A = 5.

We repeat the process for A = 1:

2 -2 0 2 -2 0 | 0 1 -1 0] 0
M—-A=|-2 2 0| and 2 2 0 | o]l~[0 0 0] 0
0 0 4 0 0 4 | 0 0 0 1|0

The solution to the above system is: x3 = 0, x2 free and x1 = x2, and By = {( 1 1 0 )t} is a basis for the
eigenspace corresponding to the eigenvalue A = 1.

X1 3 -2 0 X1 -1 0
eletT a2 | = -2 3 0 2o |. Three independent eigenvectors are (see 15) 1 ],10] and
I3 0 0 5 X3 0 1
1 -1 0 1 -1 1 0 5 0 0
1|. Wehave: P=( 1 0 1], P'=3| 0 0 2|andP'aP=(0 5 0
0 0 10 1 10 0 0 1
Note that if we change the order of the eigenvalues, we have to change the order of the columns of P accordingly.
e Consider the matrix A = :g ?) whose characteristic polynomial is (A + 1)2. Its only eigenvalue is
A = —1 and the associated eigenspace is lin {(1 1)}, whose dimension is 1. The matrix does not have two
independent eigenvectors and cannot be diagonalized.
3 -2 0
Consider the matrix A = —2 3 O of example 15. Its eigenspaces have respective basis
-1 1 ~75 0
Bs = 1], 1 and their orthonormal counterparts are B = 1 , 10
V2
0 0 0 1
1 -1 0 4
d Bj \{i . Let P = 1\/5 \{i d check th
an 1= 7% et 7 0 7% and check that
0 0 10
1 1 1 1
7oy O\ (3 20\ [~V 5
AP = 0 0 1 -2 3 0 1 0 L
= L 0)\o o 5/\ ¢ '3
2 B 0 1 0
1 1 5 1
o N[z 500
0 0 1 5 o L ]=10 50
L L o)\ ¢ v 00 1
2 B 0 5 0



18.

We have: det(A — \I) = ‘ 1=A L

4 9 ‘ = A2+ X —6=(A+3)(\—2). The eigenvector corresponding to

A= -3is (=1 4)" and the eigenvector corresponding to A = 2 is (1 1)". The matrix P = (_41 })

diagonalizes A. Indeed:

_ 1 /-1 1 1 1 -1 1 -3 0
1 P frng
PAP_5<4 1)(4 —2)(4 1) (0 2)'
We solve next the system u} = —3uy, uy = 2us whose general solution is u; = d1e 3%, uy = dge?®, and:
Y(2) = PU(x) = -1 1 ur\ [ —d1e73 + dge?®
- 4 1 ug ) \ ddie 3% + dye?z |-
Finally, Y(0) = —ditda) (1 implies that d; =1 and da = 2. The particular solution is
’ 4dy + do 6 ’

Y1 = _e—?mc 4 262:1)

Yo = de 737 4 227

19. o
(coskxz,coslx) = /027T coskx cosla dx = % /027T (cos(k + )x + cos(k — l)x) dx
1 1 27
= [m sin(k + 1)z + =1 sin(k — Z)x} .
=0ifk#1
= I ™1+ cos(2kz)
||coskx|\2:/0 Coszkxdx:/o fdx:w.

Similar calculations show (exercise) that :

(sinkx,sinlz) = 0if k # 1
| sinkx||* = 7 vk
(coskx,sinlz) =0 Yk, 1.

e Let us approximate the function f(z) = x by a trigonometric polynomial of order k.

1 2m 1 2m
aoz—/ f(x)dx:—/ xdr =2m
T Jo T Jo

12 1 (>  sink 1 sink
ak:—/ xsinkxdx:—/ xdsm :c _xsm ac
0 0 m

2 27 .
1 k
__/ sin xdx:O
0

™ T k k| ™ k

1 [ 1 [*"  cosk 1 coska|*™ 1 [*" cosk 2
ka—/ xsinkxdx:——/ wdo 2t o St +—/ O = .

T Jo ™ Jo k T koo 7 Jo k k

For n =2 one has: x &= 7 — (2/1)sinx — (2/2)sin2z = 7 — 2sinz — sin 2x.



