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Environmental Sound Classification Using Local
Binary Pattern and Audio Features Collaboration

Ohini Kafui Toffa

Abstract—This paper presents a new approach to classify
environmental sounds using a texture feature local binary pattern
(LBP) and audio features collaboration. To our knowledge, this is
the first time that the LBP (or its variants), which has a proven
track record in the field of image recognition and classification,
has been generalized for 1D and combined with audio features
for an environmental sound classification task. To this end, we
have generalized and defined LBP-1D and local phase quantization
(LPQ)-1D on the 1-dimensional (1D) audio signal and have applied
the original LBP, the variance LBP (VARLBP) and the extended
LBP (ELBP) thus generated to the spectrogram of the audio signal
in order to model the sound texture. We have also extensively
compared these new LBP-based features to the classical audio
descriptors commonly used in environmental sound classification,
such as MFCC, GFCC, CQT, chromagram, STE and ZCR. We
have evaluated our algorithm on ESC-10 and ESC-50 datasets
using classical machine learning algorithms, such as support vector
machines (SVM), random forest and k-nearest neighbor (kNN).
The results showed that the LBP features outperform the classical
audio features. We mix the LBP features with the audio descriptors,
and our best mixed model achieves state-of-the-art results for
environmental sound classification: 88.5% on ESC-10 and 64.6%
on ESC-50. Those results outperform the results of methods
that used handcrafted features with classical machine learning
algorithms and are similar to some convolutional neural network-
based methods. Although our method is not the cutting edge of the
state-of-the-art methods, it is faster than any convolutional neural
network methods and represents a better choice when there is data
scarcity or minimal computing power.

Index Terms—Environmental sound classification, local binary
pattern, local phase quantization, machine learning, ESC-50, audio
signal spectrogram, SVM, random forest, KNN.

I. INTRODUCTION

NVIRONMENTAL sound classification (ESC) is the iden-
E tification of daily sounds generated by the activities of hu-
mans or by nature, including a dog barking, fire crackling, baby
crying, etc. Unlike music and speech, environmental sounds do
not have a common structure since they actually have various
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origins and are very diverse. Their recognition and classification
is one of the most important domains of audio signal process-
ing, offering various applications: robot hearing, objectionable
content detection, road surveillance, home automation and mon-
itoring, and gunshot detection [1]—[5].

As with speech recognition, audio segmentation and other
topics of audio signal processing, ESC relies on the extraction
of specific and efficient audio features from time or frequency
domains [6]-[8]. Some of those features are the short-time fun-
damental frequency (SFuF) [7], Gabor filters [4], [S], short-time
energy (STE) [7], zero-crossing rate (ZCR) [7], constant-Q
transform (CQT) [9], gammatone frequency cepstral coefficients
(GFCC) [10], [11], chromagram [12], and mel-frequency cep-
stral coefficient (MFCC) [13]. The latter is the most commonly
used for ESC. Though the spectrogram of the 1D audio sig-
nal is a 2D (time X frequency) image, it is not common to
use image features to classify audio contents. With the growth
and popularity of deep learning in image classification [14], nu-
merous works have started using convolutional neural networks
(CNNs), or a mix of spectrogram, MFCC and cross-recurrence
plot (CRP) [16], to classify the spectrograms of sounds [15].
Nevertheless, to our knowledge, few research endeavors exploit-
ing image descriptors have been published.

LBP is an operator or a texture analysis and characterization
method based on the pixel neighborhood introduced by Ojala
etal. [17]-[19]. Although this operator was originally developed
for texture analysis and classification, it has become one of the
most prominent and efficient texture descriptors used in many
fields of image processing and computer vision, including image
classification, biomedical image analysis, facial (and gender and
family) recognition, and motion recognition [20]—[25], to name
a few. Despite its popularity, few works using LBP have been
dedicated to the ESC task. Kobayashi etal. [26] and Renetal. [1]
are among the rare authors to classify acoustic sounds using LBP.
The authors in [26] applied LBP to the spectrogram, while oth-
ers applied the LBP to the gammatone-like spectrogram. Our
work falls within that category. We believe that we can proceed
further than these previous works by directly applying the LBP
to the 1D signal instead of the 2D spectrogram. First, we gen-
eralize the LBP for 1D by defining the local binary pattern-1D
and local phase quantization-1D descriptors, which are directly
computed from the 1D audio signal. Second, to achieve a strong
characterization, we utilize a feature collaboration technique by
combining the spectrogram-based 2D LBP descriptors (orig-
inal LBP, variance LBP, and extended LBP) and audio fea-
tures (MFCC, GFCC, ZCR, CHROMA, CQT, and STE) to
successfully classify environmental sound. Third, we demon-
strate that the proposed method offers the benefit of running
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faster than a deep neural network model that runs on a low-end
GPU. The proposed method achieves interesting performance
compared to the other methods.

The rest of this paper is organized as follows: Section 2 de-
scribes previous works on the ESC task. Section 3 details our
method, which consists of 1D and 2D LBP descriptors as well
as a combination with audio descriptors. Section 4 provides and
analyses the results of our experiments, and Section 5 concludes
the paper.

II. RELATED WORK

ESC usually consists of the extraction of manually designed
features that are then processed by a conventional classifier
such as support vector machines (SVM), random forest or k-
nearest neighbor (kNN) [1], [2], [4], [5], [7], [11], [27]-[29].
A good survey work [8] separates the methods into station-
ary (MFCC, STE, ZCR, MPEG-7, Gabor filters, Chroma, ZCR,
STE,and linear prediction coefficients) and nonstationary (or
wavelet-based) approaches such as continuous wavelet trans-
form (CWT), fast wavelet transform (FWT), and Gaussian mix-
ture models (GMM).

Most of the features listed in the previous paragraph are au-
dio features. Kobayashi et al. [26] in 2014 were the first authors
to use an image descriptor LBP to tackle a sound classification
task. They enhanced the discriminative power of the LBP fea-
tures with Lo-Hellinger normalization and obtained good clas-
sification results using linear SVM on RWCP, a sound-event
dataset. Their work was followed in 2017 by Ren et al., [1],
who applied a multichannel LBP to the gammatone spectro-
gram for robot hearing and demonstrated good performance on
two sound-event datasets: RWCP and NTU-SEC.

With the success of deep learning in the field of image classi-
fication, many works have replaced the conventional classifiers
with a CNN that is able to better learn the time-frequency fea-
tures using weight-sharing and pooling. In this context, Huza-
ifah [30] compared CQT, CWT and short-time Fourier transform
(STFT) on CNNs. Sharma et al. [31] implemented a deep CNN
of multiple features channels composed of MFCC, GFCC, CQT
and chromagram. On the other hand, the CNN is sometimes di-
rectly applied to the signal with end-to-end training [32], [33], or
to its spectrogram without preliminary feature extraction [15].
The authors of SoundNet [34] trained their network by trans-
ferring discriminative knowledge from visual recognition net-
works into sound networks. Boddapati et al. [16] achieved good
classification using transfer learning with image recognition net-
works GoogleLeNet and AlexNet. Also worth mentioning are
the temporal attention mechanism [35], restricted Boltzmann
machine (RBM) [36], very deep network [37], between-class
technique [38], etc., to name only those among a long list of deep
learning methods that have tackled ESC with success. While the
CNN methods perform better than classical and conventional
classifiers, they face issues of data scarcity or a lack of diversity
in the datasets. These issues are usually resolved by data aug-
mentation techniques such as time stretching, pitch shifting, and
background noise and dynamic range compression [15], [39].
Despite the good accuracy achieved by CNN methods, they are
time and resource consuming. For that reason, classical machine
learning methods coupled with handcrafted features represents
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a good trade-off between accuracy and speed in the presence of
a relatively small quantity of data.

III. PROPOSED METHOD

It is common in audio or image classification tasks to aggre-
gate multiple features in order to achieve higher accuracy [8],
[31]. This is due to the complementary structure of many fea-
tures. The particularity of our model is to use two different types
of features: image and audio. In this section, we will describe
the image and audio features, the result of each feature when
applied to audio from the ESC-50 dataset (see Figs. 3 and 4) and
the features collaboration technique.

A. Image Features

In this section, we present features that are commonly used
in the image recognition and classification domain and their
adaptation for audio classification.

1) Lbp/Var: LBP, as proposed by Ojalaetal. [17]-[19], char-
acterizes an image by a group of local patterns or microtexture.
A local pattern is formed by encoding the difference in gray
level between the pixel in the center and its neighbors, consid-
ering only the sign. The resulting binary codes of M-bits are
concatenated to a decimal number. The histogram of different
local patterns is used as a texture descriptor. Initially designed
for a 3 x 3 pixel neighborhood, the LBP operator was quickly
extended to a circular neighborhood of P pixels and radius R
(see Fig. 1).

Given a center pixel c with gray level g., the LBP of the pixel
is computed as follows:

P-1
LBP, = s(gp — gc)2P (1
p—0
where
1,z >0
S(“)_{o,w<0 @

The authors in [19] identified a rotation invariant version of the
LBP, but it is not useful in the context of a sound spectrogram.
The LBP operator, as defined in the previous equation, is not
affected by any monotonic transformation of the grayscale. It is
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a grayscale-invariant measure that unfortunately discards con-
trast. To detect the contrast, the authors in [19] proposed the
V AR operator:

| Bl | Pl
_ 2 _
VAR, = 2 ;(gp —p)° where p= B ; g 3

LBP and VAR are two complementary measures, and their com-
bination or joint distribution is a very powerful measure of local
image texture. The results of LBP and VAR on ESC-50 audio
are provided in Figs. 3(c) and 3(d), respectively.

2) Extended LBP: Because of the popularity and simplic-
ity of implementation of LBP, a large number of methods have
been developed over the years to improve its performance: op-
ponent color LBP (OCLBP) [40], [41], multiscale color LBP
(MS-CLBP) [25], completed LBP (CLBP) [42], and discrimi-
native completed LBP (disCLBP) [22], to name the best-known
methods. The extended LBP [43], one of the most robust among
these methods, extends the LBP with four complementary de-
scriptors: the central pixel intensity (CI), the neighbor intensity
(NI), the radial difference (RD) and the angular difference (AD).
Their formulation is as follows:

CI — LBP. = s(g. — jur) 4)

b ke o & i ditanils
0 06 12 18 24 3 36
Time

(b) Mel Spectrogram

(e) ELBP
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relative to pr, the mean of the image is 1.

P-1 1 P-1
NI—LBP. = s(g,—p)2” where u= 5 > g )
p—0 p—0
P-1
RD — LBP. =) s(Afad)or (6)
p—0
P-1
AD — LBP. =) s(AA™9)2p (7
p—0

The AD-LBP is not used because it is too weak [43] and in-
adequate to provide a reliable and meaningful description of
texture images. On the other hand, NI-RD and NI-RD-CI are
strong descriptors. See the results of ELBP on ESC-50 audio in
Fig. 3(e).

3) LBP-1D/LPQ-ID: Unlike an image signal where the
neighborhood is a circle covering an angle of 360%rc, the au-
dio signal has only two neighborhood angles: 0° and 180°. This
allows us to define an audio texture in the time domain of a sig-
nal as a joint distribution of the pixel and its P (> 1 and even)
neighbor points located in a horizontal radius R (Fig. 2). We
can then apply the equation 1 to the 1D signal. For example, a
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neighborhood of P = 2 and R = 1 presents 4 categories of pat-
terns that cover the distinct characteristics of a signal, namely,
growth, decay, minimum and maximum.

The LPQ [44], the frequency version of the LBP, consists
of quantizing, in an eight-dimensional space, the phases of the
four low-frequency coefficients of the STFT. The authors [44]
showed that the low-frequency phase components are ideally
invariant to centrally symmetric blur and that the LPQ is more
efficient than the LBP in the presence of noise. The LPQ1D
simply involves applying the same reasoning to the 1D signal.
See the results of the histograms of LBP1D and LPQID on
ESC-50 audio in Figs. 3(f) and 3(g), respectively.

B. Audio Features

For comparison reasons and to achieve image and audio fea-
ture collaboration, we consider the following descriptors that
are usually used for audio classification: MFCC, GFCC, STE,
ZCR, CQT, and chromagram [7], [8], [30], [31].

1) MFCC: The mel-frequency cepstral coefficients were de-
veloped to resemble the human auditory system and have been
successfully used in music modeling, speech recognition and
audio classification [13], [27]. This work employs a short-term
spectral-based feature computed from the mel spectrogram of
the sound using a defined number of filters. In our experiment,
we used 128 bands. See Fig. 4(a) for an example of MFCC.

2) GFCC: The gammatone filterbank attempts to approxi-
mate the human auditory system as the MFCC, using gamma
distributions and sinusoidal tones [10], [11]. GFCC is known for
its strong capability to represent impulsive signal classes such as
transient sounds and offers complementary use with MFCC [8].
In our experiment, we used 128 bands for the GFCC; an example
is displayed in Fig. 4(b).

3) CQT: The constant-Q transform (CQT) is a technique that
transforms a time-domain signal x(n) into the time-frequency

domain so that the center frequencies of the frequency bins are
geometrically spaced and their Q-factors are all equal [9], [30].
CQT exhibits good results in the audio classification task [30]. In
our experiment, we used 128 bins; see Fig. 4(c) for an example.

4) Chromagram: The chroma is used to characterize the
sound by decomposing the signal into a number of pitch class
profiles [12]. It captures the harmonic and melodic character-
istics of the music. In our experiment, we used 128 pitch class
profiles; see Fig. 4(d) for an example.

5) STE: The short-time energy of the signal is the energy
of the signal computed over a window of time. It enables a
convenient representation of the amplitude variation over time.
The STE also permits detection of the periodicity and the si-
lence of a signal and characterizes the harmony of music [7].
It has the particularity of being able to be computed using
time space or frequency space. See Fig. 4(e) for an example
of STE.

6) ZCR: Unlike most of the previous audio features that are
frequency-based, the zero-crossing rate is a time-based feature.
It permits determination of whether successive samples have dif-
ferent signs. The rate at which zero-crossing occurs is a simple
measure of the frequency content of a signal. It permits separa-
tion of a vocal sound from a nonvocal sound [7]. An example of
ZCR is shown in Fig. 4(f).

C. Features Collaboration

The features collaboration technique consists of the exploita-
tion of multiple features in order to construct a strong discrim-
inator. Each feature is usually designed to characterize one of
the many temporal and spectral content properties of an audio
signal, including the pitch, frequency, energy, loudness, timbre,
amplitude, etc. While the ZCR, for example, can easily discrim-
inate between a vocal and a nonvocal sound, the chromagram
can only capture the harmony and melody of music. It very
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early became obvious for many studies to aggregate, concate-
nate or fuse multiple features in order to obtain a majority of
distinguishable and complementary features that can classify
all categories of environmental sounds. Muhammad et al. [45]
aggregated MPEG-7 audio low-level descriptors together with
conventional MFCC and demonstrated a significant improve-
ment in the recognition performance of the proposed system
over MFCC or full MPEG-7. In [8], the authors showed that
combining MFCC with GFCC is very successful since they
complement each other. In [27], PicZak concatenated ZCR and
MFCC to successfully classify the ESC-50 dataset. Sharma
et al. [31] achieved state-of-the-art performance by combining
MEFCC, GFCC, chromagram and CQT in a multichannel neu-
ral network coupled with an attention network. In our case, we
will concatenate the image and audio features in order to cover
more characteristics available in all categories of environmental
sound, and we demonstrate in the next section that such a com-
bination achieves better performance than using a sole type of
feature, namely, image or audio.

IV. EXPERIMENTAL RESULTS
A. Datasets

The ESC-50 dataset proposed by Piczak [27] in 2015 consists
of 2000 labeled environmental sounds split equally among 50
classes (40 records per class). Each record has a duration of 5
seconds, with a sampling rate of 44.1 kHz. The 50 classes are di-
vided into 5 categories (10 per category): animal sounds, natural
soundscapes and water sounds, human (nonspeech) sounds, in-
terior/domestic sounds, and exterior/urban sounds. The ESC-50
dataset is popularly used in the ESC task [15], [16], [27],
[30]-[32], [34], [35]. For rapid testing, Piczak also proposed
an ESC-10 subset of 400 records and 10 classes, with good sep-
arability between classes.

B. Setup

In our experiments, we segment the audio into multiple win-
dows of 2048 samples, each with an overlapping 1024 samples.
A wideband (2048) segmentation has been proved to offer minor
advantages over narrowband (1024) [30] and permits having de-
scriptors with reduced size in time/frequency dimensions (e.g.,
216 for a signal of 5 seconds). A 3 x 3 neighborhood (P = 8
and R = 1) is used for the 2D image features. For LBP1D and
LPQID, we use P =8 and R = 4. In both 1D and 2D, a de-
scriptor of 256 bins is obtained. The histograms of the image
descriptors are computed for each window and then concate-
nated to form a final descriptor. The audio features are 128 bins,
except for the STE and ZCR, which are both 1 bin. The im-
plementation is performed using the librosa package! and the
gammatone library.”

Each descriptor ends with a size of nbins x 216 for an audio
signal of 5 seconds, which is too high. One way to reduce this
size is to use multidimensional scaling (MDS), principal compo-
nent analysis (PCA), independent component analysis (ICA) or
any other dimension reduction technique. The drawback of those

Hibrosa: v0.7.1 library by B. McFee et al., doi: http:/dx.doi.org/10.5281/
zenodo.12714, Accessed: Aug. 5, 2015.
2gammatone: https://github.com/detly/gammatone.git
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TABLE I
ESC-10: RESULTS OF CLASSIFICATION WITH ONE FEATURE

Features kNN RF SVM
LBPID 50.7 | 61.5 58

LPQID 53 66.4 | 65.5
LBP 659 | 73.5 | 79.7
VAR 52 422 | 56.7
ELBP 65 73.5 | 76.5
STE 49.7 | 442 | 46.7
ZCR 447 | 382 | 229
MFCC 64 72.2 77

GFCC 61.7 77 30.7
CQT 29 29.2 | 20.2
CHROMA | 53.7 | 61.2 | 53.7

methods is time consumption, so we prefer to compute a simple
mean and a standard deviation along the time axis in order to
reduce the size of the descriptor to nbins x 2. We then process
the descriptors using conventional machine learning algorithms
SVM, random forest and kNN with a 5-fold cross-validation
regime. The extraction of all of the descriptors requires 20 sec-
onds per audio segment on an Intel(R) Core(TM) 15-7440HQ
2.80 GHz CPU without any GPU acceleration. Each algorithm
requires only a few seconds to run the 5-fold validation and dis-
play an average accuracy result. The results are presented and
commented upon in the next sections of the paper.

C. One Feature

In this section, we present the accuracy results of each de-
scriptor on both the ESC-10 and ESC-50 datasets. Presented in
bold are the best three accuracy values per algorithm.

The results on ESC-10 are presented in Table I. The best two
results using the KNN method are obtained for LBP (65.9%) and
ELBP (65%). The MFCC, the first audio descriptor to perform
well, shows a result of 64% at the third position. Using random
forest, the GFCC presents the best accuracy of 77%, followed
by LBP and ELBP, both at 73.5%, and MFCC at 72.2%. With
the SVM method, the LBP (79.7%) is in the first position, fol-
lowed by the MFCC (77%) and the ELBP (76.5%). Note that the
accuracy of 79.7% for the LBP is the best classification score
obtained here and so far. The LBP remains robust, regardless of
the machine learning method, and then performs better than the
rest of the descriptors. The ELBP performance is not very far
from that of LBP, which is normal since the implementations of
these two operators are only slightly different. MFCC is next,
followed by the GFCC, which has unfortunately vanished with
the SVM. The 1D descriptors LBP1D and LPQID, which we
introduced in Section III-A3, turn out to be weak descriptors.
This result is somehow expected because they only exploit the
ID variation of the signal, while the other features are based
on the spectrogram, which is a more complete time/frequency
representation of the signal. However, LBP1D and LPQI1D did
perform better than other classic audio features such as STE,
ZCR and CQT. LPQID outperforms LBP1D since it is more
robust to noise [44]. Although the result of VAR is weak, we
will not devote much attention to it because it is normally used
conjointly with the LBP. We will study its impact in the next
section.

Table II shows the accuracy results on ESC-50. The accuracy
is reduced by approximately 20% for all features because the
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TABLE II
ESC-50: RESULTS OF CLASSIFICATION WITH ONE FEATURE

Features kNN RF SVM
LBPID 17.6 | 23.6 | 26.7
LPQID 17.6 | 27.2 | 29.5
LBP 357 | 459 | 545
VAR 13.3 | 134 15.4
ELBP 335 | 43.7 | 53.7
STE 10.1 9.2 9.2

ZCR 9.4 8.1 6.1

MFCC 22.6 | 43.7 | 46.2
GFCC 263 | 42.6 10.3
CQT 5.1 7.3 5.8

CHROMA | 16.2 | 22.5 17.4

number of classes has increased. We can observe that the LBP
and ELBP remain the best descriptors regardless of the ma-
chine learning algorithm. They are followed by MFCC, GFCC,
LPQID, LBPID and the rest of the descriptors. The overall best
result of 54.5% on the ESC-50 dataset is obtained for a single
LBP descriptor using SVM.

Those results outperform the top values of 72.7 on ESC-10
and 44.3 on ESC-50 that were originally obtained by Piczak [27]
on his datasets using MFCC-ZCR with random forest and SVM.

D. Multiple Features

We showed in the previous section that LBP and ELBP fea-
tures that are image descriptors offer better performance on the
ESC-10 and ESC-50 datasets than the strongest commonly used
classic audio descriptors such as MFCC or GFCC. Though the
obtained results are very interesting, the LBP-based descriptors
remain handcrafted features and are not able to fully extract all
of the patterns that can fully characterize a signal. To correct this
drawback, one of the solutions is to combine multiple features
that will complementarily qualify the signal, which is called
feature collaboration.

We start by combining the image descriptors together, then
the audio descriptors together, and finally the image descriptors
with the audio descriptors.

The results of the feature combination on ESC-10 are pre-
sented in Table III. The best accuracy is obtained for the
kNN algorithm by the aggregation of the four strongest fea-
tures LBP-ELBP-MFCC-GFCC (68%), followed by LBP-VAR-
ELBP-MFCC-GFCC (67.7%), LBP-VAR (67.5%) and LBP-
VAR-ELBP (67.5%). We can notice the natural complementarity
between LBP (strong descriptor) and VAR (weak descriptor), as
demonstrated by the authors in [19], which permits us to obtain
a good result near the best obtained with 4 strong descriptors.
The LBP-VAR even presents the best result of 84.9% on SVM.
The combination of LBP-VAR with ELBP does not make a great
difference since both algorithms are similar. However, associ-
ating the LBP-based image descriptors with the 1D descriptors
and the audio descriptors, LBP-VAR-ELBP-LBP1D-LPQID-
MFCC-GFCC, with random forest provides the global best re-
sult of 88.2%.

The results on ESC-50 presented in Table IV show the same
behaviors of the features as those observed on ESC-10. The
combination of LBP, VAR and ELB provides the best accu-
racies with the kNN and SVM. The topmost result of 64.6%
is obtained using random forest and the mix of the three
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TABLE III

ESC-10: RESULTS OF CLASSIFICATION WITH MULTIPLE FEATURES
Features kNN RF SVM
LBP-VAR 67.5 | 772 | 84.9
LBP-VAR-ELBP 67.5 | 782 | 84.2
LBP-VAR-ELBP-LBP1D 52.5 80 72.7
LBP-VAR-ELBP-LBP1D-LPQI1D 572 | 82.4 | 68.7
MFCC-GFCC 64 83.5 77
MFCC-GFCC-CHROMA 64.2 | 84.5 71.5
MFCC-GFCC-CHROMA-STE 642 | 842 | 779
MFCC-GFCC-CHROMA-STE-ZCR 64.2 | 84.5 77.9
MFCC-GFCC-CHROMA-STE-ZCR-CQT 62.2 85 79.2
LBP-ELBP-MFCC-GFCC 68 86.9 82.5
LBP-VAR-ELBP-MFCC-GFCC 67.7 | 86.2 81.7
LBP-VAR-ELBP-LBP1D-MFCC-GFCC 64.5 | 87.2 81.2
LBP-VAR-ELBP-LBP1D-LPQ1D-MFCC- 64.2 | 88.2 | 76.7
GFCC
LBP-VAR-ELBP-LBP1D-LPQI1D-MFCC- 64.2 | 86.9 76.7
GFCC-CHROMA
LBP-VAR-ELBP-LBP1D-LPQ1D-MFCC- 64.2 | 87.5 | 76.7
GFCC-CHROMA-STE
LBP-VAR-ELBP-LBP1D-LPQI1D-MFCC- 64.2 | 87.5 76.7
GFCC-CHROMA-STE-ZCR
LBP-VAR-ELBP-LBP1D-LPQI1D-MFCC- 65 87 78.4
GFCC-CHROMA-STE-ZCR-CQT

TABLE IV

ESC-50: RESULTS OF CLASSIFICATION WITH MULTIPLE FEATURES
Features kNN RF SVM
LBP-VAR 333 | 474 | 545
LBP-VAR-ELBP 343 | 49.6 | 55.8
LBP-VAR-LBP1D-ELBP 19 54.1 44.6
LBP-VAR-LBP1D-LPQI1D-ELBP 20.9 | 55.6 | 39.6
MFCC-GFCC 22.6 | 51.9 | 46.2
MFCC-GFCC-CHROMA 22.6 | 53.2 | 46.6
MFCC-GFCC-CHROMA-STE 22.7 | 53.6 | 46.6
MFCC-GFCC-CHROMA-STE-ZCR 22.7 | 52.9 | 46.6
MFCC-GFCC-CHROMA-STE-ZCR-CQT 20.7 | 54.1 43.6
LBP-ELBP-MFCC-GFCC 234 | 62.3 54.3
LBP-VAR-ELBP-MFCC-GFCC 23.5 | 61.4 55
LBP-VAR-ELBP-LBP1D-MFCC-GFCC 25 63.4 | 51.6
LBP-VAR-ELBP-LBP1D-LPQI1D-MFCC- 247 | 63.2 | 46.8
GFCC
LBP-VAR-ELBP-LBP1D-LPQI1D-MFCC- 247 | 64.6 | 46.8
GFCC-CHROMA
LBP-VAR-ELBP-LBP1D-LPQ1D-MFCC- 247 | 64.1 | 46.8
GFCC-CHROMA-STE
LBP-VAR-ELBP-LBP1D-LPQID-MFCC- 247 | 63.4 | 46.8
GFCC-CHROMA-STE-ZCR
LBP-VAR-ELBP-LBP1D-LPQ1D-MFCC- 256 | 643 | 472
GFCC-CHROMA-STE-ZCR-CQT

types of descriptors LBP-VAR-ELBP-LBP1D-LPQ1D-MFCC-
GFCC-CHROMA. Note that this result is similar to that obtained
using a convolutional network in [15].

E. Analysis

Note that on both datasets, associating only image descrip-
tors or audio descriptors does not yield the best accuracy. On
ESC-50, for example, the accuracy values achieved with such
combinations are all under 60%. However, as soon as we mix
an image descriptor with an audio descriptor, breaking the 60%
mark becomes possible. The audio and image descriptors can
therefore be considered complementary.

We also observe that the random forest algorithm is more sen-
sitive to the mixture of features. This is because SVM and kNN
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TABLE V
BEST PROPOSED MODEL SCORE AND COMPARISON WITH
THE STATE OF THE ART

Algo ESC-10 | ESC-50
Human [27] 95.7 81.3
Attention Network [35] 94.2 84
EnvNet [32] 86.8 66.4
EnvNet2 [38] 88.8 81.6
PiczakCNN [15] 90.2 64.5
AlexNet [16] 86 65
GoogleNet [16] 86 73
Piczak kNN [27] 66.7 32.2
Piczak RF [27] 72.7 44.3
Piczak SVM [27] 67.5 39.6
CNN+CQT+CWT+MEL [30] - 56.4
SoundNet [34] 92.2 74.2
Our best Method 88.5 64.5

TABLE VI
SPECTROGRAM STREAM OF THE MULTISTREAM WITH ATTENTION
NETWORK [35]

Layer Filter Size | No. of Filters
Conv 3x3 128
Conv 3x3 128
MaxPooling 4x3 -
Conv 3x3 128
Conv 3x3 256
MaxPooling 4x4 -
Conv 3x3 256
Conv 3x3 512
MaxPooling 2x2 -
Conv 3x3 512
MaxPooling 2x2 -
Conv 3x3 1024
MaxPooling 2x2 -
Conv 3x3 1024
Conv 3x3 2048
MaxPooling 2x2 -
Dense - 4096
Dense - 4096

lose their power when the feature vector size is increased. The
weak descriptors such as STE, ZCR and CQT perform poorly.
They exert minor impacts, or sometimes negative impacts, when
combined with the other descriptors.

Our best model performs well compared with the state of the
art, as shown in Table V. It outperforms any model based on
conventional machine learning and offers similar performance
to some deep learning methods. Most of the research in the
ESC field is now oriented to deep learning methods, but our
model represents a good alternative in the presence of limited
computing power or a lack of data. It requires only a few hours
to extract the descriptors and run a model, while a few days or
weeks would be required for a deep learning method.

To prove this fact, we train on a low-end GPU the stream that
processes the spectrogram in the three-stream network available
in [35], which is the leader in Table V. Such a network, presented
in Table VI, is very deep and is composed of 18 levels of 2D con-
volution, max pooling and dense layers for a total of 88,143,882
trainable parameters. The input size is 512x384. Although it is
not visible in Table VI, each convolution layer is followed by
a batch normalization and a ReLU. We use a data augmenta-
tion technique [39] (time stretch, time shift, noise, pitch shift)
on ESC-10 that increases the number of samples from 400 to

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 23, 2021

2,000. We train the network on the ES-10 dataset on an NVIDIA
GeForce 930MX with 2 GB RAM, a low-end GPU, which has
specifications that are comparable with low-power Al systems
available on the market: NVIDIA Jetson Nano (Quad Cortex
A57 @ 1.43 GHz, 4 GB RAM) and Google Edge TPU (Quad
Cortex-A53, Cortex-M4F @ 2 GB RAM). The implementation
is performed with the TensorFlow [46] library with a minimal
batch size of 1, but the resource exhausted error is triggered be-
cause of the limited GPU memory of 2 GB. Since the test is only
for performance measurement and not accuracy, we divide by 8
the number of filters at each level in order to obtain a reduced
network of 2,700,922 trainable parameters. It takes 16 minutes
to train the 5-fold ESC-10 for 1 epoch, i.e., 26.6 hours for 100
epochs. In the paper [35], three networks were used, with an
additional fourth network for the attention, and were trained for
more than 100 epochs. Many weeks will be required to train
such a system on a low-end GPU with sufficient memory, and
months to train ESC-50. If we eliminate the data preparation
time in both cases, this time is enormous compared with the
20 seconds required to run SVM or random forest on the same
dataset. This fact shows that although low-power Al systems
are available for the lowest price on the market, training a net-
work that is slightly deep is not affordable for everyone. Those
GPUs are not designed for training, but rather for inference and
supporting limited transfer learning.

V. CONCLUSION

In this paper, we presented a new ESC method that exploits
LBP, a 2D texture classification descriptor. The LBP method was
applied to the signal in one dimension as well as on the sound
texture represented by the spectrogram. The results showed that
LBP features outperform the audio descriptors and are more ef-
ficient on the two datasets. We showed that the combination of
the audio descriptors with the LBP achieves state-of-the-art re-
sults using a simple machine learning classifier such as SVM
or random forest. It also performs well compared with some
CNN-based methods. This approach is faster than deep learning
and represents a good alternative when there is data scarcity or
minimal computing power. Our method has many advantages
but is not the leader of the state-of-the-art methods. It can be
improved by using CNN with a multichannel descriptor consist-
ing of a mixture of LBP and audio features. This improvement
represents the topic of our future research.
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