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Abstract

This paper further investigates the use of a statistical sketching model previously introduced
in [Mignotte (2003)]. In this Bayesian framework, the localization and deformation of each pencil
stroke of the sketch to be synthesized is viewed as the search of its Maximum A Posteriori (MAP)
estimate. First, we improve this model by bringing a pencil stroke rendering procedure combined
with a local rendering example-based process to significantly enhance its application for automatic
synthesis of artistic depiction styles. Second, we show how this sketch synthesis procedure is
suitable to easily synthesize a continuous gamut of sketch styles. Finally, we show how this model
can also be exploited for several other interesting NPR applications. Among them, we describe a
metamorphosis process between two sketches over times. We illustrate the interest and potential of
these unsupervised techniques with images simulating automatic synthesis of various illustration
styles and animated sequences with NPR effects.

Keywords: Non-photo-realistic Rendering (NPR), Sketch rendering model, NPR animation,
Bayesian statistical model.

1. Introduction

In the past few years, there has been a great deal of research work in creating artistic styles by
computer. This field of research is known as Non-Photorealistic Rendering (NPR). This field of
research refer to any image processing techniques which can transform an image into a specific
artistic styles (or more precisely that suggest a depiction style) such as ink painting, pointillist style,
engraving, stylized halftoning, charcoal drawing, etching, etc., or, more generally, in a style other
than realism (see [Reynolds (2003)] for a excellent review of existing NPR techniques).

Among these depiction styles, freehand sketch remains especially appealing. It can be used
for illustrative purposes or artistic effects, but this representation style is also interesting due to its
ability to abstract away detail, to clarify or simplify shapes (e.g., for content-based image retrieval
application [Kato et al. (2002)]) and to focus the viewer’s attention on relevant features [Salisbury
et al. (1997)]. In addition, this stylized depiction allows to efficiently convey a great deal of infor-
mation with very few pencil strokes. Let us add that an initial and preparatory sketch is sometimes
the first essential step in some artistic drawings. It is the case of ink painting, graphite or charcoal
pencil style, etc. or more generally, in all artistic styles where pencil strokes are used as primitives.
In these cases, the initial sketch can then be refined, in a second step, with techniques specific to
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each illustration style (such as smudging1 , mass shading, etc.), allowing to suggest volume, depth,
shadows and details of the different shapes contained in the scene.

There are many commercial softwares [design Painter (2003); Photoshop (2003)] or previous
works [Durand et al. (2001); Salisbury et al. (1997, 1994)] which propose (widely) supervised sys-
tems in which the user has to place each individual stroke manually to create the sketch (by using or
not an input real image) and, in a second step, that controls over the tone, the smudging and amount
of details or systems that use a 3D polygonal mesh information [Markosian et al. (1997)]. These
systems are rather flexible tools that help the user to produce, interactively, computer-generated
drawings for some traditional styles. To our knowledge, none considered an unsupervised system,
which could be applied directly from an input grey-level real image, for both pencil stroke place-
ment (creating a sketch) and for a final automatic rendering that will be specific to a particular
depiction style (example-based). Let us add that the methods proposed by the computer graph-
ics community are generally specifically tailored to a particular rendering style and/or are purely
deterministic algorithmic (excepted [Szirányi and Tóth (2001, 2000)] and/or not expressed in a sta-
tistical/mathematical framework.

Nevertheless, one of them is expressed in the context of machine learning and is general enough
to be used for different depiction styles. It is the case of the framework for processing images by ex-
ample called image analogies recently proposed by Hertzmann et al.. Their model allows to learn an
image transformation from one pair of before and after images (which can be respectively a blurred
and non-blurred version of a sample with a given artistic style) them applying the transformation to
a blurred real input photograph to produce an output image with an analogous style of the one in
the first initial image sample pair [Hertzmann et al. (2001)]. Nevertheless, their method does not
succeed to capture larger-scale features such as pencil strokes and only some local aspects of an
illustration style may be captured.

Among the existing unsupervised systems, tailored to a particular rendering style, we can cite
the stochastic image rendering method recently proposed in [Szirányi and Tóth (2001, 2000)] to
simulate the painting process where the paintbrush-like image transformation is based on a random
searching to insert (brush-)strokes into a generated image at decreasing scale of brush size. This
work is formulated in the framework of global energy-based model (using scale-space theory and
mathematical morphology) and basically minimizes a distortion measure computed on the original
input image and the currents painting composed of all generated brush strokes. Let us also mention
the work of DeCarlo and Santella (2002) describing an approach to stylizing and abstracting pho-
tographs and transforming images into a line-drawing style using bold edges and large regions of
constant color.

In the context of unsupervised sketch mathematical estimation, from an input image, we can
also cite the model proposed in [Guo et al. (2003)] that integrates three components: a descriptive
texture model (Julesz ensemble), a generative model with image primitives (textons) and a gestalt
field for application in image interpretation (in order to automatically separate the input image into
"sketchable" or structures and "non-sketchable" or textures), image and video compression or edge
detection (incorporating structural information).

1. In mass shading, the artist renders every visible tone in the subject as literally as possible by merging component
pencil lines Sousa and Buchanan (1999) Guptill (1977). Stippling consists in drawing small dots or very short lines.
Hatching consists in drawing lines with one definite and continuous movement, parallel to each other, and very near
together to produce an even tone. Cross-hatching is the rendering of tone values by superimposing one series of
parallel lines diagonally across another series of parallel lines Salwey (1925)
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The unsupervised drawing system, we propose, is viewed as a two step (coarse-to-fine) process,
generally followed by most of the drawers; namely a sketch rendering technique completed by a
rendering technique specific to a given depiction style. This allows us to produce drawings in a
variety of traditional styles.

More precisely, starting from an input grey-scale image, an initial sketch is first generated. This
step tends to create, with simulated pencil strokes, a realistic and preparatory sketch drawing. This
sketch renderer allows to outline and clarify the silhouette while abstracting aways details and high-
lighting relevant features in the shape of scene objects contained in the input image. Each individual
stroke need not be drawn precisely in order to create a more natural and hand-drawn sketch. To this
end, we propose a Bayesian formulation for this sketch rendering issue [Mignotte (2003)]. As like-
lihood model of this inference, we exploit the recent statistical model of the gradient vector field
distribution proposed by Destrempes and Mignotte for contour detection [Destrempes and Mignotte
(2002a)] and shape localization [Destrempes and Mignotte (2002b)]. A global prior deformation
model for each pencil stroke is also considered. In this Bayesian framework, the placement of each
stroke is viewed as the search of the Maximum A Posteriori (MAP) estimation of its deformations.
We use a stochastic optimization algorithm in order to find these optimal deformations for each
pencil stroke. We improve this model by bringing a pencil stroke rendering procedure combined
along with a local rendering example-based process to significantly enhance its application for the
automatic synthesis of artistic depiction styles. We also show how this sketch synthesis scheme,
involving a parametric model for each localized pencil stroke, is both suitable to easily synthesize a
continuous gamut of sketch styles and to create some artistic NPR animated effects and animations.
Among them, we present a metamorphosis process between two sketches over times.

A part of this work should be seen is in the context of NPR animation, which is quite recent in
the computer graphic community [Curtis (1999)]. To the best of our knowledge there is no other
NPR methods that was interested in sketch morphing for NPR applications. Shape contour Mor-
phing was nevertheless successfully applied for other applications. Among them a metamorphosis
technique between two shapes has already been proposed, in the pattern recognition field, for the
on-line handwriting recognition problem [Pavlidis et al. (1998)]. A segmentation process is first
defined to model a cursive word or a hand-drawn line figure by pieces of wire. Shape metamor-
phosis occurs through stretching and bending of the artificial wire. The amount of energy spent in
morphing one shape to another is then used as a dissimilarity measure. In other words the degree of
morphing is exploited as primary matching criterion. In the same spirit, Arvo and Novins present
a similar approach to recognize individual handwritten character and gradually transformed them,
via a metamorphosis and energy-based correspondence algorithm, into clean typography [Arvo and
Novins (2000.)]. In the same idea, but in the computer interface field, [Arvo and Novins (2000)]
propose a new sketching interface in which shape recognition and morphing are also tightly cou-
pled. Raw input strokes are continuously morphed into ideal geometric shapes, even before the pen
is lifted. By means of smooth and continual shape transformations the user is apprised of recog-
nition progress and the appearance of the final shape. [Wenyina et al. (2001)] extends the idea of
on-line graphics recognition system that can predict user’s intention, to input more complex shapes.
In [Jin et al. (2001)], a stroke morphing concept is presented in computer graphics. This flow and
shape-oriented morphing technique is used to generate automatically artificial strokes creating in
this way more natural-looking pen-and-ink illustration with fewer user strokes.
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Secondly, the initial preparatory sketch is then refined with an example-based local rendering
model, used to transfer the textural tone value of a given artistic depiction style [Mignotte (2002)].
This allows to render the texture of each pencil stroke, previously localized and allows to reveal the
shape (i.e., to suggest volume and depth), details, and shadows of the different objects contained
in the image. In our application, this last procedure also tends to simulate the tonal adjustment
technique classically used by the artist (e.g., smudging, mass shading, stippling, hatching or cross-
hatching 1 (see Fig. 1)). To this end, we have stated this problem in the multiresolution energy
minimization framework and exploited the multiscale non parametric model already proposed in
[Mignotte (2002)] and derived from the non-parametric sampling technique introduced by Wei et al.
for texture synthesis [Wei and Levoy (2000)]. This model appears to be interesting to also capture
some local characteristics of a rendering style from an artistic illustration example. The Wei’s
example-based sampling algorithm has also inspired some recent research works in sketch or curve
synthesis. We can cite the work of Chen et al. on facial caricature synthesis [Chen et al. (2001)], or
the work of Hertzmann et al. [Hertzmann et al. (2002)] or Jodoin et al. [Jodoin et al. (2002)] that
efficiently exploits this deterministic sampling technique to generate (after learning from examples)
hand-drawn styles of curves for non-Photorealistic rendering and automatic synthesis of freehand
sketch drawings with a particular style.

(a) (b)

(c) (d)

Figure 1: Examples of real drawings using a soft graphite pencil. (a) Freehand preparatory sketch
drawing made by the French artist J.-C. Mezieres extracted from the European comic
magazine “Valerian and Laureline”. (b) Drawings from L. da Vinci combining the sketch
and outline information with the tonal modeling created respectively by a smudging and
mass shading process, and an hatching and cross-hatching technique. (c) A manga draw-
ing and (d) Sketch of Juliette Recamier using a soft graphite pencil.
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This paper is organized as follows. Section 2 recalls the statistical localization strategy of each
pencil stroke of the sketch drawing to be created. Section 3 describes the rendering procedures used
for each pencil stroke and the finished rendering result used to transfer the textural tone value of a
given artistic depiction style. Section 4 describes the morphing strategy. Finally, obtained results
and applications of the sketching method and Morphing animation exploiting this sketching model
are presented in Section 5. Then we conclude in Section 6 with some perspectives.

2. Bayesian Sketching Model

2.1 Prior Model

In this model, a pencil stroke is represented by a set of τ labeled points γ = (x1,y1, . . . ,xτ ,yτ ) equally
sampled which approximate the outline of a straight line and linked by a cubic B-spline (Fig. 2).
In order to take into account the variability of the stroke deformations, a set of admissible global
non-affine and affine deformations is introduced.

Non-Affine Deformations In this deformation model (first proposed by [Jain et al. (1996)] for the
localization of shapes), the template image is considered to be mapped on a deformable unit square
S = [0,1]2. The deformation is then represented by (x,y) 7→ (x,y)+D(x,y), a smooth mapping of
the unit square onto itself in which D(x,y) is the following displacement function,

Dξ (x,y) =
M

∑
m=1

N

∑
n=1

ξ x
m,nex

m,n(x,y)+ξ y
m,ney

m,n(x,y)

λm,n
,

with, ex
m,n(x,y) =

(
2sin(πnx)cos(πmy),0

)
,

ey
m,n(x,y) =

(
0,2cos(πnx)sin(πmy)

)
.

For m,n = 1,2, . . . Low values of m and/or n correspond to lower frequency components of the
deformation in the x and y directions, respectively. λm,n = π2(n2 + m2) are the normalizing con-
stants. The parameter vectors ξ are the projections of the displacement function on the orthogonal
basis defined by ex and ey. In order to allow a sufficiently wide range of possible deformations,
while keeping the number of parameters reasonable, we use M =N =2. Fig. 2 illustrates the se-
ries of deformations of an initial template using higher order terms and different values of M and
N. The deformation becoming more complex as higher frequency components are added to the
displacement function D) (see [Mignotte (2003)]).

Affine Deformations Finally, we introduce a set of admissible rigid deformations involving trans-
lation (τx,τy), scaling s, and rotation ψ applied point-wise to the template.

Let now γθ be a deformed version of the original template γ0 according to the aforementioned
deformations with parameter vector θ , composed of 4 affine + 4 non affine deformation parameters,
i.e., (ξ x

1,2,ξ x
2,2,ξ

y
1,0,ξ

y
2,1) (due to the symmetry of the non-deformed original template associated to

the stroke). Let Θ be the random variable corresponding to the vector of deformations. We model
the distribution of Θ (global prior model) by (see [Jain et al. (1996)]),

PΘ(θ) ∝ U (τx,τy,s,ψ) exp
(

−ρ ∑
ξi∈ξ

(
(ξ x

i )2 +(ξ y
i )2)

︸ ︷︷ ︸

Up(ξ )

)

,
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(a) (b)

Figure 2: Global non-affine deformations, (a) ξ x
1,2 =−4,ξ x

2,2 =−1,ξ y
1,0 =4. (b) by adding ξ y

2,2 =−4.

where U designates the uniform distribution and where the parameter ρ allows to control the “rigid-
ity” of the pencil stroke.

2.2 Likelihood Model

The likelihood of deformations is based on the statistical distribution of the gradient vector field
(norm and angle) of the gray levels on and off edges [Destrempes and Mignotte (2002a)]. This
model can define, with a true statistical meaning, the likelihood of a deformation θ (or equivalently
a pencil stroke template γθ with deformation parameters θ ) by the following Gibbs distribution,
PY/Θ(y/θ)=Z−1

y exp
(
−Ul(θ ,y,γ)

)
, where Y represents the set of random variable couples asso-

ciated to the gradient vector of each pixel of the input image. Zy is a normalizing constant and
γ designates the parameter vector of this likelihood distribution which is preliminarily estimated
[Destrempes and Mignotte (2002a)].

2.3 MAP Stroke Deformation

From the likelihood and prior distributions and Bayesian inference, the posterior PΘ/Y (θ/y) ∝
exp[−(Ul(θ ,y,γ) + ρ Up(ξ ))] of a deformed pencil stroke is defined Mignotte (2003). We can
then view the localization of each pencil stroke, in a sketch drawing, as finding its deformation
θ that maximizes PΘ/Y (θ/y) or equivalently as a the search of the MAP estimation of θ , i.e.,
θ̂MAP ∈ arg minθ U = Ul + ρUp. The assumption is that the global minima for U corresponds to
a good deformation of a pencil stroke. In order to efficiently optimize the complex energy function
U , we resort to a stochastic optimization algorithm [François (1998)] and in order to speed up the
convergence rate, we proceed as described in Algorithms 1. and 2.

3. Style Rendering Model

3.1 Stroke Rendering
• The first enhancement is to simulate a given texture for each pencil stroke (e.g., charcoal, graphite
pencil, chalk, soft pastel, etc.). In our application, the texture of a stroke is generated from a pre-
computed texture image. This later texture is created from a real drawing sample with a specific
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Sketch Estimation

I Input image to be sketched of Size NI

U(.) Gibbs energy with stroke deformation parameters θ = (τx,τy,s,ψ ,ξ )
location, scale, orientation, gradient angle at s, non-linear deformations

1. Initialization
Set of potential location← Canny detector on I
k←0

2. Pencil Stroke Localization
for each Nw×Nw non-overlapping sliding window W over I do

for each potential location s with coordinate (τx,τy) within W do

θ̂ ← E/S minimization François (1998) of U(θ) with:

NI

13
≤ s ≤

NI

3
,

ψ(τx,τy)−
π
4
≤ ψ ≤ ψ(τx,τy)+

π
4

,

−5≤ ξm,n ≤ 5, ∀m,n.

θk←arg mins∈W U(θ̂) and record stroke with parameter θk & energy U(θk)
k←k +1

Algorithm 1: Sketch estimation of a pencil stroke with deformation parameters θ
and MAP energy U(θ).
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E/S Algorithm

U(.) A real-valued l-variable function,
defined on E , to be minimized

N (a) The neighborhood of an element a ∈ E defined by
{b∈E : for some 1≤ j ≤ l, |b j−a j| ≤ r (M j−m j), bi =ai, i 6= j}

D (= l/r) The diameter of the exploration graph E
(endowed with the system of neighborhoods {N (a)}a∈E )

x x=(x1, . . . ,xn), an element of En, called a population
x̂ x̂ ∈ E , x̂ = argminxi∈(x1,...,xn)U(xi),

i.e., the minimal point in x with the lowest label
p The probability of exploration
k The iteration step

E A finite discrete subset of the Cartesian product Πl
j=1[m j,M j] of

l compact intervals
n The size of the population (greater than D)
r A real number ∈ [0,1] called the radius of exploration (with r

greater than the ε-machine)

1. Initialization
Random initialization of x=(x1, . . . ,xn) ∈ En

k←2

2. Exploration/Selection

while a stopping criterion is not met do

1. Compute x̂; x̂←arg minxi∈x U(xi)

2. Draw m according to the binomial law b(n, p)

• For i≤m, replace xi by yi ∈N (xi)\{x̂}
according to the uniform distribution
(Exploration Step)

• For i>m, replace xi by x̂
(Selection Step)

3. k←k +1 and p←k−1/D

Algorithm 2: E/S optimization algorithm
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depiction style and thanks to a non-parametric procedure of texture synthesis, such as the one pro-
posed by [Efros and Leung (1999)] or its multiscale (and faster) version proposed by [Wei and
Levoy (2000)]. Once a texture has been created for a specific depiction style, it can be archived and
exploited for another sketch rendering use (see Fig. 3).

Figure 3: Example of texture of pencil stroke created from a real drawing sample with a specific
depiction style and thanks to a non-parametric texture synthesis technique.

• The second enhancement we propose is to render each pencil stroke with variable width and
pressure. In our model, the stroke thickness and pressure first depends on the considered depiction
style and is also modeled as being linearly inversely proportional to the Gibbs energy U associated
to its (more or less likely) localization (see Sect. 2.3); A less probable stroke (in the MAP sense)
is drawn with a low thickness and pressure and inversely. An energy map visualizing the likeliness
of each stroke for an example of sketch estimation is given in Fig. 4c. The pressure applied to the
pencil stroke is herein simulated by a contrast reduction of the luminance Y (extracted from the YIQ
color space) of the pre-computed texture image.

• In order to further improve the realism of the rendering effect, the local tone value (at site s)
of the texture generated by each pencil stroke is also darkened (log-linearly) proportionally to the
number of pencil stroke passing at a specific location. This requires a pre-computed accumulation
map specifying the number of strokes accumulated at each site s of the sketch image (more precisely
we compute locally the logarithm(NUMBER OF STROKES PASSING AT SITE s) +1). An example of such stroke
accumulation map (thus without textural rendering for each stroke) is given in Fig. 4d.

• Finally, another way to improve the rendering result is to add random perturbation (or small
“wiggles”) to each control points of the stroke template in order to simulate a real hand-drawn
appearance and to contribute to naturalness (allowing to make strokes more lively).

We use these rendering enhancements (see Sect. 5) and the whole rendering procedure of each
detected pencil stroke is described more precisely in pseudo-code in Algorithm 3.
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(a) (b)

(c) (d)

Figure 4: (a) Real Image. (b) Set of strokes given by the Stroke localization procedure. (c) Example
of sketch drawing visualizing the likeliness of each pencil stroke (energy map displayed
with the following convention; white: low probable, dark: highly probable localization of
the stroke). (d) Example of Sketch drawing visualizing the number of pencil stroke passing
at a specific location (accumulation map displayed with the following convention; white:
low accumulation, dark: high accumulation of strokes).
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3.2 Final Rendering

This unsupervised sketch procedure can be easily combined with an example-based Bayesian local
rendering model [Mignotte (2002)], used to transfer the tonal adjustment (or the texture created
by the smudging effect in regions where there is no detected contours and thus no pencil stroke
placement) of a given artistic rendering depiction style. In this context, the proposed scheme allows
to simulate automatic synthesis of various artistic illustration styles (see Section 5).

Rendering Procedure of a Pencil Stroke

T Texture image (pre-computed) (cf. Fig. 3)
A Accumulation map (cf. Fig. 4d)
Umin Minimal energy of the stroke set
Umax Maximal energy of the stroke set

wmin Minimal width of a stroke
wmax Maximal width of a stroke
τU Energy weighting parameter
τA Accumulation weighting parameter

1. Initialization
T←YIQ conversion of T

2. Pencil Stroke Rendering
• θ←Perturbation of θ
• width of the stoke;

w←(U(θ)−Umin)
(wmax−wmin)

(Umax−Umin)
+wmin

• For each site s located under the brush stroke, the
luminance Y of T at s (ŶT (s)) is defined as;

ŶT (s)←YT (s)
[
1− τAA(s)− τUU(θ)

]

Draw antialised stroke with deformation parameter θ ,
width w and textural rendering generated under the
strokes given by T (with the Ŷ IQ color space)

Algorithm 3: Rendering procedure of a pencil stroke with
deformation parameters θ and MAP energy U(θ).

4. Sketch Morphing Model

The parametric model of localization of each stroke adopted in the proposed unsupervised sketch
rendering method is particularly well suited for transforming one sketch into another, allowing, in
this way, to create a very broad range of artistic and animated NPR visual effects. To this end, our
strategy consists in the following three steps;
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• Firstly, a method is required to get the same number of stroke in the source and destination
sketch. To this end, we simply duplicate homogeneously the stroke of the estimated sketch with the
lowest number of pencil strokes.
• Secondly, a technique is required to get a look-up table indicating the correspondence of each

stroke of the source sketch with a stroke belonging to the destination sketch. To this end, we simply
search the closest stroke belonging to the destination sketch (a stroke which has not been previously
selected) of each stroke of the source sketch. For this distance, we use a L2 norm between the two
centers of the two candidate strokes. The sum of these different L2 distances give us a global energy
of correspondence. We repeat this procedure for different starting strokes stemming from the source
sketch and we retain the look-up table associated to the lowest global energy of correspondence.

In order to get a pleasant sketch morphing result, we have noticed that this step was crucial and
better morphing results was found if we finally select, for each association of stroke, the minimal
distance between the one given by a closeness distance, as explained above (step 1.) rescaled by a
coherence factor β (β > 0) and a kind of coherence distance computed as follows (step 2.),

• First, we search, among the set of (not previously selected) strokes stemming from the desti-
nation sketch, the closest stroke of the previously selected stroke. Let S1 be this stroke.

• We compute the L2 norm between S1 and the stroke stemming from the closeness distance
dclos and the source sketch. We obtain a coherence distance dcohe.

• We choose S1 if dcohe ≤ βdclos else we return the stroke of the destination sketch given by step
1.

This strategy is close to the one followed by [Hertzmann et al. (2001)] in the context of learning
filters and [Ashikhmin (2001)] in the context of texture synthesis. In our application,the larger the
value of β , the less the line are broken, during the morphing process, leading to a visually more
pleasant metamorphosis from one sketch to another. This strategy allows to give a less chaotic
metamorphosis process and to maintain similar parts between the initial and the target sketch.
• Finally, we linearly interpolate each stroke stemming from the source sketch with deforma-

tion parameters Θ and MAP energy U(θ) to its associated destination stroke with parameters (Θ ′
,U ′(θ ′)). This interpolation is discretely timed to give a series of intermediate sketch.

The whole strategy of Sketch Morphing is algorithmically summarized in Algorithm 4.

5. Experimental Results

The prototype template of a pencil stroke is a B-spline connected 12-points model. The gradient
vector field probability map and its parameters are given by [Destrempes and Mignotte (2002a)].
For the Canny edge detector, the lower and upper thresholds are given by the estimation technique
proposed in [citecs1]. This estimation relies on a single threshold determining the percentage of
edges to be found. This last threshold and the size of the non-overlapping sliding window Nw

determine the number of strokes of the sketch drawing (Nw = 11×11 pixels in all the examples
shown in this paper). The weighting factor ρ penalizing the prior term Up with respect to the
likelihood term Ul is set to 0.1. The Diameter of the exploration graph of the E/S algorithm are
set equal to D = 32 and the size of the population is n = 20. These two control parameters are
classically used and are independent of the energy function to be minimized [François (1998)].
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Sketch Morphing Procedure

Cs Set of strokes of the source sketch
Cd Set of strokes of the destination sketch
|C |max max(|Cs|, |Cd |)
Ec Global energy of correspondence
Dist(.) L2 distance

OFFSET (= 10) in our application
Nimg Number of images of the morphing

1. Homogenization of the number of strokes
∆←|Cs|/|Cd | if (∆≤ 1) do

ρ←0
foreach Stroke Sk in the source sketch do

• λ←∆
• Add (b∆c−1) stroke(s) Sk

• λ←λ −bλc
• ρ←ρ +λ
• Add (bρc) stroke(s) Sk

if (∆≥ 1) do A similar procedure applied on the desti-
nation sketch

2. Correspondence Registration
foreach value of k, (0≤ k ≤ |C |max/OFFSET) do

• Ct←Cd ; Ec←0 ; l←k(OFFSET)

foreach Stroke Sl (∈ Cs) of the source sketch do

– Find S′ ∈ Ct such that

S′←argminDist(S′,Sl)
︸ ︷︷ ︸

d– Ec←Ec +d
– Ct←Ct −{S′}
– l← l +1

• Retain the set of correspondence with the lowest Ec

3. Interpolation

• Linear interpolation on Nimg images of Cs→Cd for
the different strokes with parameters (θ ′,U ′(θ ′))

Algorithm 4: Sketch morphing procedure.
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We recall that, for each stroke, the restricted domain E on which is minimized the function is
given in Section 2.3. We consider 1000 iterations of the E/S optimization procedure for each local
optimization procedure. In total, the procedure takes 20 minutes for a sketch drawing on a 1.2 GHz
PC workstation running Linux. For the rendering procedure of each stroke, the width of each pencil
stroke is considered to be within the interval [wmin =1,wmax =6]. τU and τA is set to 0.1.

5.1 Sketching Model Results
Fig. 5 show a few available sketch styles easily obtained by varying parameters of the pencil stroke
model. More precisely,

• Fig. 5b is the plausibility map of each stroke of the estimated sketch (energy map displayed
with the following convention; white: low probable, dark: highly probable localization of the
stroke).

• Fig. 5c is obtained by adding wiggling perturbations for each pencil stroke.

• Fig. 5d is obtained by dividing all the estimated global non-affine deformation parameters by
a factor of four and by lightening the number of pencil strokes by a factor of 1.5. To this end, the
pencil strokes are selected of the following manner; Until we obtain the desired number of strokes,
we do 1. we select the most probable stroke (in the MAP sens) contained in a window with a given
size sz. 2. if the number of stroke is higher (respectively lower) than the desired number, we increase
(respectively decrease) the size sz of the window.)

• By amplifying all the estimated non-affine deformation parameters (by a factor of 2 and 3.5
in the presented example), we obtain Fig. 5e and Fig. 5f. (with a lightening factor of 1.5).

• By adding more or less random perturbations (according to a uniform distribution) to the affine
deformation parameters, we obtain the sketch style shown in Figs. 5g and 5h.

• By adding random perturbation to the point of the initial template of each pencil stroke, we
obtain the depiction style shown in Fig. 5i.

• By lightening the number of strokes with a factor of 1.5, and drawing each one with a thickness
proportional to its length, we obtain the style shown in Fig. 5j.

• By using the previous style with a spread filter, we obtain Fig. 5k.

5.2 Style Rendering Model Results

By texturing each pencil stroke with an example-based rendering procedure, we obtain the sketches
given in Figures 6,7 and 8.

By combining this sketch result with an example-based local rendering model, such as the one
proposed in Mignotte (2002), we obtain the images shown in Figures 9, 10 11 and 12 with the
following depiction style; black ink, graphite pencil, sanguine, charcoal style (red chalk), black and
fat charcoal, etching, brown and dry charcoal, ink and water painting, etching and a style combining
the white and black chalks.

5.3 Sketch Morphing Model Results
Figures 13-15 show several example of sketch morphing and NPR animation. The first row of
images show how this morphing procedure can be used to gradually convert a sketch into another
one or any contour into a portrait sketch.
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Figure 5: From left to right and top to bottom; Real Image, Plausibility map of each pencil stroke,
Different other sketch styles obtained by varying parameters of the pencil stroke model
(see text for more explanation).
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Figure 6: Sketch with a local rendering procedure for texturing each pencil stroke.
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Figure 7: Sketch with a local rendering procedure for texturing each pencil stroke.

Figure 8: Sketch with a local rendering procedure for texturing each pencil stroke.
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Figure 9: Sketch drawing combined with a local rendering procedure to transfer the textural tone
value of a given depiction style.
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Figure 10: Sketch drawing combined with a local rendering procedure to transfer the textural tone
value of a given depiction style.
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Figure 11: Examples of sketch drawing combined with the (example-based) local rendering model.
From left to right, real drawing sample used to train the local rendering model with
respectively (from top to bottom), the black and fat charcoal and the etching style, sketch
drawing with the textural tone value generated by each local rendering model with the
pre-mentioned style.

We can create slightly different sketch drawings by adding a random perturbation. These slightly
different sketches and the stroke morphing procedure allow to create a kind of vibration allowing to
make liver the sketch and interesting animated NPR effects (see the animation result).

6. Conclusion & Discussion

In this paper, we have extended the sketching model previously introduced in [Mignotte (2003)] in
which the estimated sketch is viewed as a set of pencil strokes detected in the MAP sens, with a
rendering procedure for each stroke using the recent techniques of non-parametric texture synthesis.
In addition to create automatic and realistic hand-sketch drawing for illustrative purposes or artistic
effects, this statistical sketch procedure can be used for several other interesting NPR applications.
By tweaking adding more or less random or parametrically-controlled perturbations to each control
points of the stroke template, a continuous gamut of sketch styles can be generated ranging from
a tightly controlled technical drawing to a loose and gestural sketch. Combined with an example-
based local rendering model, used to transfer the textural tone value of a given depiction style,
this method can considerably enhance a non-parametric model of automatic synthesis of illustration
style from examples.

This Bayesian sketch model is also suitable for an example-based deformation model from a
sample of pencil strokes extracted from a real freehand sketch drawing. This can be done in a train-
ing step by using a Probabilistic Principal Component Analysis or a mixture of PPCA [Tipping and
Bishop (1999)] allowing to learn the principal non-linear deformations (and the prior distribution
associated to these deformations) of the stroke shapes preferentially used by the artist in a given
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Figure 12: Examples of sketch drawing combined with the (example-based) local rendering model.
From top to bottom and From left to right; Real drawing sample used to train the local
rendering model with respectively the brown and dry charcoal style and the ink and
water painting style, and Real photograph and sketch drawing with the textural tone
value generated by each local rendering model with the pre-mentioned style.
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Figure 13: Example of sketch morphings (β = 0.7).

freehand drawing. Nevertheless, reliable detection of individual strokes in a freehand drawing,
necessary to constitute the learning set, is not an easy task and can only be done with supervision.

Finally, we have shown how this model is also suitable to create an some artistic animated
effects and NPR animations .
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