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ABSTRACT

Fusion of image segmentations using consensus cluster-

ing and based on the optimization of a single criterion (com-

monly called the median partition based approach) may bias

and limit the performance of an image segmentation model.

To address this issue, we propose, in this paper, a new fu-

sion model of image segmentation based on multi-objective

optimization which aims to avoid the bias caused by a single

criterion and to achieve a final improved segmentation. The

proposed fusion model combines two conflicting and com-

plementary segmentation criteria, namely; the region-based

variation of information (VoI) criterion and the contour-based

F-Measure (precision-recall) criterion with an entropy-based

confidence weighting factor. To optimize our energy-based

model we use an optimization procedure derived from the it-

erative conditional modes (ICM) algorithm. The experimen-

tal results on the Berkeley database with manual ground truth

segmentations clearly show the effectiveness and the robust-

ness of our multi-objective median partition based approach.

1. INTRODUCTION

Image segmentation aims to divide an image into several dis-

joint regions with uniform and homogeneous attributes. Com-

bining multiple, weak and quickly estimated segmentation

maps of the same image to obtain a final improved segmen-

tation has become an important since competitive approach,

over the last few years, to efficiently solve the non-trivial prob-

lem of unsupervised segmentation of textured natural images.

Many different fusion segmentation approaches based on

various criteria have been proposed until now. Among them,

we can mention the fusion model which combines the indi-

vidual putative segmentations (or clustering results) in the ev-

idence accumulation sense [1], in the within-cluster inertia (or

variance) criterion [2] (for the set of neighboring pixel labels),

or in the probabilistic version of the Rand index criterion [3].

The fusion of weak segmentations can also be carried out ac-

cording to the optimal or maximum-margin sense (of the hy-

perplanes between classes) [4] or recently, in the weights of

evidence sense [5] (for satellite image segmentation) to name

a few.

The most common way to compute the consensus segmen-

tation from the set of weak segmentation maps is based on

the so-called median partition based approach which in fact,

consists of finding the consensus solution which minimizes,

according a given criterion (which is also expressed as a dis-

tance between two segmentations), the sum of the distances

separating the (consensus) solution from the other segmenta-

tions to be fused. This above-mentioned criterion defines both

the most appropriate fusion model of segmentations but also

(to a lesser extent) all the intrinsic properties of the consensus

segmentation map to be estimated. When this optimization

problem is based on the optimization of a single criterion, the

fusion procedure is inherently biased towards one particular

objective, i.e., some specific regions of the search space con-

taining solutions a priori defined (by the criterion) as accept-

able solutions. This may bias and limit the performance of an

image segmentation model since it is difficult to find a generic

single criterion that both defines the most appropriate fusion

model of segmentations and all the complex intrinsic geomet-

ric properties of a consensus segmentation. To avoid the bias

caused by a single criterion, an alternative consists in using

approaches based on multi-objective optimization in order to

design a new fusion segmentation model that takes advantage

of the complementary of different objectives (criteria) allow-

ing to achieve a final better consensus segmentation.

In this paper, we present a new multi-criteria fusion

model weighted by an entropy-based confidence measure

(EFA-BMFM). This model aims to combine and optimize si-

multaneously two different and complementary segmentation

fusion criteria; namely the (region-based) variation of infor-

mation (VoI) criterion and the (contour-based) F-Measure

(derived from the precision-recall) criterion.

2. MULTI-OBJECTIVE OPTIMIZATION

Unlike mono-objective optimization, which consists in min-

imizing a single objective function with respect to a set of

parameters, in the multi-objective optimization (MO) case,

there are several often conflicting objectives to be simulta-

neously optimized [6]. Broadly, there are two general ap-

proaches of MO [7]. The first, is called the Pareto approach

(PTA) whose basic idea is to determine a set of solutions that



are non-dominated with respect to each objective. The sec-

ond (adopted in our work), is called the weighted formula

approach (WFA). The main goal of the WFA is to transform a

MO problem into a problem with a single objective function.

This is typically done by assigning a numerical weight to each

objective (evaluation criterion) and then combining the values

of the weighted criteria into a single value by either adding all

the weighted criteria. Mathematically, the qualityZ of a given

candidate model is typically given by the following formula:

Z = w1 c1 + w2 c2 + . . .+ wn cn (1)

where n is the number of evaluation criteria, and wi denotes

the weights (assigned to criterion ci). The estimation of the

weights (also known as importance factors) is crucial and

should depend both of the degree of information or confi-

dence one has in the ensemble of segmentations (to be fused),

provided by each criterion and also should take into account

the difference of scaling between these two criteria (expressed

as a distance between a pair of segmentations). This rescaling

is important in order to avoid giving too much importance to

one of the two criteria (thus making the fusion of the two cri-

teria, totally ineffective). To address this problem we propose

a new entropy-based confidence measure (see Section 4.3).

3. SEGMENTATION TO BE FUSED

The initial segmentation maps which will be fused together

are simply generated, in our application, as in [3], by a simple

K-means clustering technique (with the Euclidean similarity

distance and a stochastic initial seed) represented in 12 differ-

ent color spaces (i.e., RGB, HSV, LAB ,YCbCr, TSL, YIQ,

XYZ, h123, P1P2, HSL, i123, LUV) with three different val-

ues of the number of classes K1, and two different values of

the number of bins (Nb ∈ {4
3, 53}) for each local requantized

color histogram (used as a feature vector for the K-means)

computed on an overlapping squared fixed-size (Nw = 7)

neighborhood centered around the pixel to be classified for

a total of 12 × (3 + 2) = 60 input segmentations (see [3] for

a justification of these color spaces and for reference).

4. FUSION OF SEGMENTATION

4.1. VoI criterion

The variation of information (VoI) metric (or criterion) [8]

is a recent information theory based measure for comparing

two segmentations (partitions) or clusterings, of the same data

set. This metric quantifies the information shared between

two partitions by measuring, more precisely, the amount of

information that is lost or gained in changing from one clus-

tering to another (taking a value of 0 when two clusterings

1To estimate the number of classes K (for each input image), we use

an interesting metric which measures the image complexity (based on the

number of its different texture classes) (see [3]).

are identical and positive but ≤ 1 otherwise). Equivalently,

it also represents roughly the amount of randomness in one

segmentation which cannot be explained by the other [9].

Formally, let Sa ={C a

1
, C a

2
, . . . , C a

Ra} & Sb ={Cb

1
, Cb

2
, . . .

. . . , Cb

Rb} be respectively the machine segmentation to be

measured between the manually segmented image and Ra

being the number of segments or regions (C) in Sa and Rb the

number of regions in Sb. The VoI distance between Sa and Sb

is defined as follows:

VoI(Sa, Sb) = H(Sa) + H(Sb)− 2 I(Sa, Sb) (2)

where H(Sa) and H(Sb) represent respectively the entropy as-

sociated with the segmentation Sa and Sb and I(Sa, Sb) the

mutual information between these two spatial partitions. Let

n be the number of pixels within the image, na
i the number of

pixels in the ith cluster i of the segmentation Sa, nb
j the num-

ber of pixels in the j th cluster j of the segmentation Sb and

finally ni
j the number of pixels which are together in the ith

cluster (or region) of the segmentation Sa and in the j th cluster

of the segmentation Sb. The entropy is always positive (it is

null only when there is no uncertainty, namely when there is

only one cluster) and is defined as follows:

H(Sa) = −

Ra∑
i=1

P(i) log P(i) = −

Ra∑
i=1

(
na
i

n
) log (

na
i

n
) (3)

H(Sb) = −

Rb∑
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P(j) log P(j) = −

Rb∑
j=1

(
nb
j

n
) log (

nb
j

n
) (4)

with P(i) = na
i /n being the probability that a pixel belongs

to cluster Sa (respectively P(j) = nb
j/n being the probabil-

ity that a pixel belongs to cluster Sb) in the case where i and

j represent two discrete random variables taking respectively

Ra and Rb values and uniquely associated to the partition Sa

and Sb. Let now P(i,j) = nij/n represents the probability

that a pixel belongs to C a

i and to Cb

j , the mutual information

between the partitions Sa and Sb is equal to the mutual infor-

mation between the random variables i and j and is expressed

in the following way:

I(Sa, Sb ) =

Ra∑
i=1

Rb∑
j=1

P(i,j) log
(

P(i,j)
P(i).P(j)

)
(5)

4.2. F-measure criterion

The F-measure is in fact a combination of two complementary

measures; precision and recall, which are commonly used by

information retrieval theorists and practitioners [10]. In the

(contour-based) image segmentation case, these two scores

represent, respectively, the fraction of detections that are true

boundaries and the fraction of the true boundaries detected

[11]. In the one hand, the precision measure is low when there

is significant over-segmentation, or when a large number of



boundary pixels have poor localization. On the other hand, a

low recall value is typically the result of under-segmentation

and indicates failure to capture the salient image structure. A

particular application can define a relative cost α between

these two quantities, which focuses attention on a specific

point on the precision-recall curve [12]. In this case, the F-

Measure is then defined as:

Fα =
PR

αR+ (1 − α)P
(6)

and is within the range [0, 1] where a score equals to 1 indi-

cates that two segmentations are identical (i.e., with identical

contours).

4.3. Multi-objective function

The VoI and F-measure metrics (presented in Section 4.1 and

Section 4.2), are now commonly used in segmentation [3, 12,

13] as two (complementary) objective measures for the eval-

uation of an automatic segmentation (i.e., given by an algo-

rithm) compared to a set of ground truth segmentations given

by different human experts and capturing, in fact, the inherent

variability of each possible (perceptually consistent) interpre-

tation of an input image, segmented at different detail levels

by each human segmenter.

More precisely, let {Sb
k}k≤L = {Sb

1
, Sb

2
, . . . , Sb

L} be a fi-

nite ensemble of L manually ground truth segmented images

of the same scene (segmented by L different human experts at

possibly different levels of details) and Sa be the spatial clus-

tering result to be evaluated by comparison with the manually

labeled set {Sb
k}k≤L. The mean VoI and the mean F-measure

metrics are simply the two metrics which take into account

this set of possible ground truth segmentations, i.e.:

C
(
Sa, {Sb

k}k≤L

)
=

1

L

L∑
k=1

C (Sa, Sb
k) (7)

with C = {VoI, Fα}. Concretely, the VoI distance function

will give a low value (conversely, the Fα measure function

will give a high value) to a segmentation result Sa that is all

the more in accordance with the set of the segmentation maps

obtained from human experts.

Let us consider now that we have a family of L segmenta-

tions {Sk}k≤L = {S1, S2, . . . , SL} (associated with a same

scene) to be fused in order to obtain a final improved segmen-

tation result Ŝ (more accurate than each individual member

of {Sk}k≤L). These two complementary criteria; namely the

contour-based F-measure and the region-based VoI measure

can be used directly as a multi-objective cost function in an

energy based model. In this context, the consensus segmen-

tation ŜMO is simply obtained as the result of the following

bi-criteria optimization problem:

ŜMO = arg min
S∈Sn

MO (S, {Sk}k≤L) with : (8)

MO
(
.
)
= wVoI VoI

(
S, {Sk}k≤L

)
+

wF

Fα

(
S, {Sk}k≤L

) (9)

where the importance (or weighting) factors wVoI and wF must

be estimated in order to take into account firstly, the possible

difference of scaling existing between these two metrics and

secondly, the confidence one has in the ensemble of segmen-

tations (to be fused) (see Section 2). In our case, the first re-

quirement is fulfilled because our two criteria are inherently

normalized within the range [0, 1]. For the second require-

ment, let us note that the confidence one has in the ensemble

of segmentations (or the confidence provided by each crite-

rion) is directly related to the degree of variation (measure of

disorder or uncertainty) of each (distance or) criterion in the

ensemble of L segmentation to be fused. This degree of un-

certainty can be quantified by computing the entropy weight

of each criterion in the following way (for the VoI criterion)2:

eVoI = −D

L∑
i=1

{
P
(
VoI(.)

)
logP

(
VoI(.)

)}
(10)

with D = 1/ log(L). It is important to note that, the

smaller the entropy is, the greater the amount of information

(or confidence) provided by the criteria we have, and conse-

quently, the weight of the criteria should be larger. To this

end, the weights are then normalized in the following way:

WVoI =
1− eVoI

(1− eVoI) + (1− eFα
)

∈ [0, 1] (11)

WFα
=

1− eFα

(1− eVoI) + (1− eFα
)

∈ [0, 1] (12)

4.4. Optimization of the Fusion Model

In order to solve this consensus function, in the bi-criteria

sense, we use the set of superpixels [15] (the segments en-

semble or regions provided by each individual segmentations

to be fused) along with a fast search technique, called the iter-

ative conditional modes (ICM), proposed by Besag [16], i.e.;

a Gauss-Seidel relaxation where (in our case super-) pixels

are updated one at a time.

This algorithm requires a proper initialization (otherwise,

it will converge towards a bad local minima). To this end, we

resort once again to the entropy values of each criteria [see

(10)] by first selecting the criteria which gives the minimal

entropy (i.e., the most informative criterion, see Section 4.3)

and then by choosing, for the first iteration of the ICM, among

the L segmentation to be fused, the one ensuring the minimal

2Note that P
(
VoI(.)

)
= VoI

(
., .

)
/
∑

L

i=1
VoI

(
., .

)
, this normalization

step makes sure that each criterion value is limited between 0 and 1 [14].



Fig. 1. Example of fusion convergence result on three various

initializations for the Berkeley image (n0 229036). Top: ini-

tialization and Bottom: segmentation result after 10 iterations

of our EFA-BMFM fusion model. From left to right, a non

informative (or blind) initialization, the worst and the best in-

put segmentation (from the segmentation set) selected by the

entropy method (see Section 4.4).

consensus energy (in this selected criterion sense) of our fu-

sion model. This iterative algorithm amounts to obtaining si-

multaneously, for each superpixel to be labeled, the minimum

value of 9.

5. EXPERIMENTS

To evaluate the efficiency of our fusion model we validate

our approach on the famous Berkeley segmentation database

(BSD300) [17].

First of all, we have tested the convergence properties of

our ICM procedure based on superpixels by choosing, as ini-

tialization of our iterative local gradient descent algorithm,

various initializations (extracted from our segmentation en-

semble {Sk}k≤L). We have noticed that, the final energy

value along with the resulting final segmentation map, is on

average, the better when the initial segmentation solution is

associated to an initialization chosen by our entropy-based

method (see Section 4.4) (while remaining robust with other

initializations). Consequently, the combination of the use the

superpixels of {Sk}k≤L along with a good initialization strat-

egy definitely gives good convergence properties for our fu-

sion model (see Fig. 1).

In order to test and compare our segmentation model, we

adopt four performance metrics which are most popular in

the literature. These performance measures include the VoI

[8], the GCE [17] and the BDE [18] distance (for which a

lower distance is better) and the PRI [19] (for which a higher

measure is better) showing that our method gives competitive

results compared to state-of-the art (see Table 1). Also, if we

Table 1. Performance of several segmentation algorithms

(with or without a fusion model strategy) for four different

performance measures: VoI, GCE, BDE (lower is better), and

PRI (higher is better) on the BSD300.

ALGORITHMS VoI GCE BDE PRI

HUMANS 1.10 0.08 4.99 0.87

EFA-BMFM 1.87 0.19 8.16 0.80

-2014-FMBFM [11] 2.01 0.20 8.49 0.80

-2014-VOIBFM [20] 1.88 0.20 9.30 0.81

-2011-gPb-owt-ucm [21] 1.65 - - 0.81

-2010-PRIF [3] 1.97 0.21 8.45 0.80

-2008-FCR [2] 2.30 0.21 8.99 0.79

-2007-CTM [13] 2.02 0.19 9.90 0.76

-2014-CRKM [22] 2.35 - - 0.75

-2002-Mean-Shift [23] 2.48 0.26 9.70 0.75

-2005-NCuts (in [13]) 2.93 0.22 9.60 0.72

Fig. 2. Segmentation results obtained by our algorithm EFA-

BMFM on three different images of the Berkeley image

dataset.

compare our results to a mono-objective approach (FMBFM

and VOIBFM) based in the same single criterion, we obtain

significantly better results (see Table 1). This shows clearly

that our strategy of combining two complementary (contour

and region-based) criteria of segmentation (The VoI and the

F-Measure) is effective (see Fig. 2).

6. CONCLUSION

This paper presents a novel and efficient multi-criteria fu-

sion model based on the entropy-weighted formula approach

(EFA-BMFM), whose goal is to combine multiple segmen-

tation maps to achieve a final improved segmentation result.

This model is based on two complementary (contour and

region-based) criteria of segmentation (The VoI and the F-

Measure criteria). Applied on the BSD300, the proposed

segmentation model gives competitive results compared to

other segmentation models which proves the effectiveness

and the robustness of our multi-criteria fusion approach.
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