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ABSTRACT

This paper presents a simple and efficient method for action recogni-
tion based on the learning of an explicit representation for an intrin-
sic dynamic shape manifold of human action. The proposed model
relies on a short temporal set of FastMap dimensionality reduction-
based technique for embedding a sequence of raw moving silhou-
ettes, associated to an action video into a low-dimensional space, in
order to characterize the spatio-temporal property of the action, as
well as to preserve much of the geometric structure. The objective is
to provide a recognition method that is both simple, fast and applica-
ble in many scenarios. Moreover, we demonstrate the robustness of
our method to partial occlusion, deformation of shapes, significant
changes in scale and viewpoint, irregularities in the performance of
an action, and low-quality video.

Index Terms— Action representation, action recognition,
space-time analysis, FastMap, multidimensional scaling (MDS)

1. INTRODUCTION

Human activity recognition is one of the most popular research top-
ics in computer vision. Indeed, automatic recognition of human ac-
tions in video is useful for surveillance, content-based summariza-
tion and human-computer interaction applications, to name a few.
However, it is also a very complex task due to viewpoint variations,
occlusions, background interference, movement variability of the
same action and ambiguity between different actions. To this end,
researchers have proposed various recognition techniques which are
mainly based either on local or global representations.

Amongst the local representations, we can mention the opti-
cal flow [1], spatio-temporal interest operators, local descriptors
with bag-of-words [2, 3, 4, 5], or those involving a feature tracking
step [6] or a body pose estimation [7]. These latter representation
models are able to handle partial occlusions and do not require a
background subtraction step. Nevertheless, almost all of them have
also their own limitation in the cases of low-quality video, motion
discontinuities, large variability in the articulation of the human
body, fast motions, self-occlusions and significant changes of ap-
pearance. Moreover, they consider very few adequate spatial or
temporal relationships and thus fail to exploit global information
associated with the executed actions.

Based on the observation that the human action can be regarded
as a temporal process in which human silhouettes continuously
change over time, recent methods, based on global representations
of action, show that space-time shapes play a major role in the activ-
ity understanding without any explicit body models. The extracted
features in each frame characterize the human pose while tempo-
ral variations of these features will implicitly characterize global
motion kinematics as well as motions of local body parts.

The global representation methods of human action are mainly
divided into two major types of approaches to deal with spatial and
temporal information about actions. The earliest methods build tem-
plates of actions by generating 2D representations such as Motion
Energy Images (MEI) combined with Motion History Images (MHI)
in [8], as well as 3D representations like Motion History Volume
(MHV) [9] and Spatio-Temporal Volume (STV) [10].

In many cases, action representations are high-dimensional,
making matching computationally more expensive or less effective
due to potentially noisy features. Then, useful methods are pro-
posed to compensate these deficiencies by embedding the original
space action representation onto a lower dimensional space while
preserving as much as possible the original underlying structure.
Amongst the manifold learning algorithms that have been used to
learn compact action representations, we can mention: the Princi-
pal Component Analysis (PCA) in [11], A Local Linear Embed-
ding (LLE) in [12], kernel Principle Component Analysis (KPCA)
in [13], Local Spatio-Temporal Discriminant Embedding (LSTDE)
algorithm in [14], Locality Preserving Projections (LPP) in [15], a
Neighborhood Preserving Embedding (NPE) algorithm in [16] and
Isomap in [17].

In this paper, we present a novel hybrid-framework which com-
bines both manifold learning and spatio-temporal template matching
technique. Namely, to characterize the properties of human actions
in a more compact manner, the associated sequences of dynamic raw
silhouettes are used to learn the intrinsic activity space over the time
using FastMap mapping technique [18]. In our work, we represent
the action manifold as a 2D spatio-temporal action shape to preserve
the spatio-temporal distribution generated by the motion in its con-
tinuum. Finally, we use a Nearest Neighbors (NN) Classifier to label
the test actions. Although the method is simple in essence, the ex-
perimental results are very encouraging.

2. ACTION REPRESENTATION AND CLASSIFICATION

Our goal is to construct a 2D discriminative spatio-temporal rep-
resentation of action, where action is defined as motion over time.
These 2D spatio-temporal action shapes (STAS) are induced from a
spatio-temporal action volume (STV) by the FastMap dimensional-
ity reduction-based mapping technique as follows:

2.1. Generating Action Volumes

The first step in our approach is to generate STV, which is achieved
by a concatenation of 2D normalized binary silhouettes correspond-
ing to the human body in the three dimensional (x, y, t) space-time
space. To this end, we subtracted the median background from each
frame of the sequence and used a simple thresholding technique in
color-space. Once the mask images are extracted, a morphological



opening operation and a 3 × 3 median filtering are applied to the
whole sequence to remove and/or smooth some aberrations resulting
due to shadows and color similarities with the background.

Since we adopt an appearance-based approach for action recog-
nition, our matching step must be as invariant as possible to the
imaging situation. Depending on the viewpoints, actor gender and
body sizes, the sizes of human areas may substantially vary from one
sequence video to another as well as in the same sequence video (ac-
tor moving towards the camera or zoom changing during the video
acquisition). Hence, the silhouette sizes are normalized to preserve
the aspect ratio of the silhouette posture (i.e., in order to include the
silhouette in a fixed-area window size).

We want to represent how (as opposed to where) the action is
performed, thus, we must avoid the influence of silhouette location
in the binarized images due to camera motion or subject displace-
ment. Furthermore, for actions in which a human body undergoes
a global motion (e.g., running), we consider that the global transla-
tional speed of the movement is less informative (for action recogni-
tion) than the motion of the limbs relative to the torso of the person
over time. We therefore built, in our application, a centered motion
field of a moving body by aligning the 2D center of mass correspond-
ing to each body mask to a reference point.

2.2. Modeling Actions

To extract and visualize both the position and orientation of subject
limbs, as well as the dynamic information about the global body
motion, we perform a temporal dimensionality reduction using the
FastMap technique, which is an improved (in term of speed) Multi-
dimensional scaling mapping method but also an efficient nonlinear
dimensionality reduction-based technique (MDS) [19] on each STV.

The basic idea is to embed the action representation volume onto
an action representation image. To this end, the STV is divided in
H ×W (total number of image pixels) where (H,W ) are, respec-
tively, the height and the width of the (pixel-vector) image. Each
pixel-vector has a dimension T that corresponds to the number of
frames in the STV. These pixel-vectors contain the intensity values
that the pixel takes over T consecutive frames of a video sequence.
Then, in order to extract the underlying spatial structure of the ac-
tion representation volume, the latter is reduced to one dimension
along the temporal axis (T -frames) by the FastMap algorithm so as
to preserve as much as possible the pairwise Euclidean distances be-
tween pixel-vectors in the original space. Thus, each pixel-vector in
the initial space corresponds to a point in the reduced space. These
points will represent the pixel intensity values of a new image corre-
sponding to our spatio-temporal action shape template.

A temporal dimensionality reduction step may be criticized on
the basis that some reliable information might be lost, giving rise to
ambiguities between actions. In our application the efficiency of the
FastMap technique was evaluated in its ability to reduce STV onto
STAS image, i.e, to minimizing the amount of the irrelevant infor-
mation and its redundancy, while representing the best possible way,
the motion dynamics. To this end, we have estimated the correlation
ρ of the Euclidean distance between each pair of pixel vectors in the
original high dimensional space (let X be this vector) and their cor-
responding Euclidean distances in the output 1-dimensional space
(let Y be this vector) with:

ρX,Y = corr(X,Y ) =
cov(X,Y )

σXσY
=

XtY/ |X| − X̄Ȳ

σXσY
(1)

where Xt, |X|, X̄ and σX respectively represent the transpose, car-
dinality, mean and standard deviation of X .

Class Bend Jack Jump Pjump Run Side Skip Walk Wave1 Wave2

Corr 0.79 0.88 0.86 0.92 0.74 0.89 0.80 0.90 0.50 0.82

Table 1: Mean correlation rates for the FastMap reduction tech-
nique.

Fig. 1: FastMap and normalization steps. (a) STV. (b) 2D STAS
generated by FastMap. (c) Inverse STAS.

According to Table 1 which shows the mean correlation coef-
ficient obtained on the Weizmann dataset, the average information
loss is less than 20% (where a perfect correlation ρ = 1 indicates a
perfect relationship, without loss of information, between the orig-
inal and reduced data). Hence, the reduction process results in the
extraction of sufficient and distinct information corresponding to in-
dividual action samples.

However, in realistic scenarios, the variation of the video se-
quence length and/or the nature of the action may affect the discrim-
inative relevance of STAS images, thus requiring an additional nor-
malization step to ensure a more accurate localization in time in the
case of long video sequences. So as to treat both, periodic and non-
periodic actions, and to compensate for different sequence lengths,
we have divided (with a temporal sliding window) each STV, along
the temporal axis, onto sub-volumes (sub-STV) before the FastMap-
based reduction step in order also to preserve much more reliable
information from the original STV. In our application, the sliding
window has a length of ten frames, corresponding to the shortest (in
length) frame number for an elementary action cycle (e.g., a human
stride cycle during walking) with an overlap of five frames between
two consecutive sub-STV.

In addition, another very important normalization issue, at this
level, has to be considered. To this end, it is first important to re-
call that the FastMap attempts to preserve as much as possible the
pairwise distances between pixel-vectors in the original high dimen-
sional STV and output (1D) STAS space. As a consequence, the
set of pixel vector located in the torso (and labeled as “foreground”
or “human body”) and represented in white color in the STV also
appears in white color in the STAS generated by the FastMap and,
in fact, correspond to motionless or without change regions, in the
time. Nevertheless, these regions are, like the background, less in-
formative about the movement dynamics than the mobile limbs ar-
eas. For this reason, in order to identify salient spatio-temporal areas
describing the (informative) motion cues, the complement of each
STAS (silhouettes) is calculated, thereby obtaining the most infor-
mative shape template representing the movement dynamics in each
STAS image.

As a result, each action sequence, in our application, is modeled
by a prototype image-vector that contains the 2D spatio-temporal
action shape images induced from every spatio-temporal action sub-
volume Fig. 1.



(a) Original dataset

(b) Corrupted dataset

(c) Changing of viewpoints dataset

Fig. 2: Sample images representing the different actions in the
WEIZMANN dataset.

3. EXPERIMENTAL RESULTS

In this section, we discuss the evaluation protocol as well as the
comparison of our approach results to the state-of-the-art results.
We evaluate the proposed method by setting up experiments using
two benchmark datasets for human action recognition: the Weiz-
mann actions dataset [10], and the KTH actions dataset [2]. The
Weizmann dataset contains 93 video sequences showing 9 different
people, each performing 10 actions. This dataset is extended by ro-
bustness dataset samples for the walk action containing 10 samples
in which silhouettes are corrupted with partial occlusions and 10
additional sequences, each showing the walk action captured from
different viewpoints Fig. 2. The KTH dataset contains 2391 video
sequences with 25 actors showing six actions in four different sce-
narios, including outdoor (s1), variations in scale (s2), changes in
clothing (s3) and indoor (s4) Fig. 3.

To conduct the action classification, we perform a leave-one-
out procedure for every video sequence, namely, an entire action
sequence (modeled by its prototype image-vector) is removed from
the dataset. Each image (from the prototype image-vector) of the
removed sequence is then compared to all the images contained in
each prototype image-vector existing in the dataset and then clas-
sified using the nearest neighbor procedure with Euclidean distance
thereby generating a score vector for the sequence. Finally, the score
vector is submitted to a majority label vote to assign a class to the
tested action.

3.1. Recognition results on the Weizmann dataset

First, we have tested the efficiency of our model with and without
the division into sub-volumes of the STV (thus, by considering a
single FastMap-based spatial map for the entire STV). We have ob-
tained 100% and 95.69%, respectively, on the Weizmann dataset.

Fig. 3: Sample images representing the different actions in the KTH
dataset.

As it is seen, the recognition accuracy achieved without a temporal
sliding window is lower than that achieved with the strategy based
on a subdivision of the STV, which allows us to keep more structural
information of the video sequence to be classified.

Furthermore, to justify the use of FastMap-based dimensional-
ity reduction, we have re-implemented and evaluated our method
strategy by substituting the FastMap by a PCA-based dimensional-
ity reduction technique. In this latter case, the recognition rate is
optimal including a temporal sliding window-based strategy, never-
theless, the PCA performs less well than FastMap without it with
92.47%.

This experiment demonstrates that FastMap is more suitable to
discover intrinsic nonlinear structures of nonlinear dynamic shape
manifolds that are invisible to PCA.

method [11] PCA 85.86%

method [14] LSTDE 90.91%

method [12] LLE 93%

method [17] Isomap 95%

method [20] CSP+PCA 95.56%

method [21] SSDM 99.44%

method [15] LPP 100%

Our method FastMap 100%

method [22]’14 NNC 92.3%

method [23]’08 NNC 95.56%

method [24]’15 NNC 96.3%

method [10]’07 NNC 97.83%

method [25]’15 SVM 99.1%

method [26]’15 SVM 100%

method [27]’15 SVM 100%

Our method NNC 100%

Table 2: Comparison of classification rates with others methods
on Weizmann dataset. (left) Methods based on manifold learning;
(right) Recent methods

The proposed method outperforms other state-of-the-art meth-
ods, based or not on dimensionality reduction-based techniques as
well as the recent methods, while it provides performance compara-
ble with the method in [15, 26, 27], according to the Table 2.

Actions 1 2 3 4 5 6 7 8 9 10

Corrupted dataset
method [10] 8 8 8 8 8 8 8 8 8 8

method [23] 2 8 6 2 8 8 8 6 8 7
method [15] 8 8 8 8 3 8 8 8 8 5
method [21] 8 8 8 8 2 8 8 8 8 5
Our method 8 8 8 8 8 8 8 8 8 8

Changing of viewpoints dataset
method [10] 8 8 8 8 8 8 8 8 8 8

method [23] 8 8 8 8 8 8 6 10 2 2
method [21] 8 8 8 8 8 8 8 2 5 2
Our method 8 8 8 8 8 8 8 8 6 6

Table 3: Recognition results of the robustness test.

Table 3 shows the robustness of our approach to partial occlu-
sions, nonrigid deformations, different clothes as well as the low



B
o
x

H
cl

ap

H
w

av

Jo
g

R
u
n

W
al

k

Box 94.44 1.26 0 0.27 0.53 3.53

Hclap 0.75 90.40 4.04 1.03 0 3.78

Hwav 0.27 1.75 94.47 0.5 0 3.01

Jog 0.5 3 0.75 73.25 8.25 14.2

Run 1.25 2.77 1.03 28.46 63.47 3.02

Walk 0 1.75 1 7.5 1.5 88.25

(a) {s1} ≈ 84.04%
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97.47 0 0 0 0 2.5

0.75 94.44 1.76 0.28 0 2.77

0.27 1 95.97 0 0 2.76

0.75 1.5 0.5 78.5 5.5 13.25

1 1.25 0.79 27.70 66.75 2.51

0 2.5 0 2.25 0.5 94.75

(b) {s1, s4} ≈ 87.98%
Box 100 0 0 0 0 0

Hclap 0.75 98.73 0.52 0 0 0

Hwav 0 0.26 99.24 0 0 0.5

Jog 0.5 2.25 0.75 79.5 6.25 10.55

Run 0.27 2.51 0.5 26.95 67 2.77

Walkk 0.5 1.5 0 1 0 97

(c) {s1, s3, s4} ≈ 90.24%

100 0 0 0 0 0

0.75 99.24 0 0 0 0

0 0.26 99.74 0 0 0

0 0.25 0 83 5.75 11

0 3.01 0 26.44 71.53 3.01

0.5 0 0 0.75 0 98.75

(d) {s1, s2, s3, s4} ≈ 92.04%

Fig. 4: Confusion matrix for KTH dataset.
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Box 96 3 0 0 0 1

Hclap 0 99 1 0 0 0

Hwav 0 0 99 1 0 0

Jog 12 3 67 6 12

Run 5.15 7.21 2.08 34.02 46.39 5.15

Walk 7 2 12 1 78

(a) {s1} ≈ 80.89%
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99 0 0 0 0 1

0 100 0 0 0 0

0 0 99 0 0 1

1 6 2 77 2 12

3.09 4.12 2.08 37.11 49.48 4.12

0 10 0 5 1 84

(b) {s1, s4} ≈ 84.75%
Box 100 0 0 0 0 0

Hclap 0 100 0 0 0 0

Hwav 0 0 99 0 0 1

Jog 2 8 3 71 2 14

Run 1.03 8.24 2.08 37.11 46.39 5.15

Walk 0 6 0 3 0 91

(c) {s1, s3, s4} ≈ 84.56%

100 0 0 0 0 0

0 100 0 0 0 0

0 0 99 0 0 1

0 0 0 84 1 5

0 0 0 35.06 64.94 0

0 0 0 1 0 99

(d) {s1, s2, s3, s4} ≈ 91.15%

Fig. 5: Confusion matrix for s2 on KTH dataset.

sensitivity to viewpoint changes. We can notice that our algorithm
misclassified the two most challenging trials corresponding to view-
points 72◦ and 81◦ where both are classified as side, which is how-
ever consistent insofar as the action ”side” is very close to the action
”walk” unlike to the results of other methods.

3.2. Recognition results on the KTH dataset

We attest the efficiency of our approach by relating the results ob-
tained on KTH dataset, since the latter is considered more challeng-
ing with respect to the Weizmann. To analyze the influence of dif-
ferent scenarios we performed training on different subsets of {s1},
{s1, s4}, {s1, s3, s4} and finally {s1, s2, s3, s4} in the same way
as in [2]. Fig. 4 shows the confusion matrix as well as the recogni-
tion rates obtained by our spatio-temporal FastMap mapping using a
temporal sliding window. Given that scenario with scale variations
(s2) is the most difficult one, recognition rates and the confusion ma-
trix when testing (s2) only using the preceding training subsets are
shown in Fig. 5.

Overall, our approach achieves good recognition rates in all
scenarios, as it can be seen from experiments. The confusion be-
tween ”walking” and ”jogging” and more particularly the confusion
between ”jogging” and ”running” may partially be explained by
the high similarity between these action classes (running can be
interpreted differently across individuals). As for the WEIZMANN
dataset, we have tested the recognition rate if we replace FastMap
by PCA. In this case, the system correctly recognizes 1891 out of
2391 action sequences, namely a recognition rate of only 79.08%.

Table 4 summarizes the state-of-the-art results on the KTH
dataset recently proposed in the literature. Our spatio-temporal

Representation Accuracy

method [28]’10 low-level 82%

method [29]’08 low-level 84.3%

method [30]’10 low-level 87.3%

method [31]’10 low-level 90.57%

method [32]’15 low-level 92.13%

method [26]’15 low-level 93.98%

method [25]’15 low-level 95.8%

method [33]’10 high-level 94.5%

method [34]’12 high-level 98.9%

method [35]’14 high-level 99.54%

Our method low-level 92.04%

Table 4: Comparison of the classification rates with others methods
on KTH dataset.

FastMap mapping based model, combined with a Nearest neighbor
classifier, outperforms many of other state-of-the-art methods based
on a low level representation of the video content, while providing
good performance, which is relatively comparable to [32], [26], and
a slightly lower performance compared to the methods based on
a higher level representation of the activity in the video sequence
and/or methods using deep, advanced or extreme machine learning
based classifiers. It is also worth noting that a direct fair comparison
between different models, based on different classifiers and eval-
uation methods (e.g., cross Validation versus training/testing sets)
is difficult to achieve. Nevertheless, these comparisons allow us to
also highlight our method which has demonstrated to be an excellent
compromise between effectiveness and simplicity.

Furthermore, our system has several advantages; it is easy to
understand and implement, it does not require neither prior video
alignment nor 2D or 3D tracking, it avoids difficulties associated
with temporal feature tracking, optical flow calculating and feature
extraction based on the gradient or the pixel intensity and there-
fore to their complexity and weaknesses. In addition, our system
is robust to low-quality videos (since our method does not directly
manipulate pixel intensities). Finally, our approach is fast. Indeed,
the overall processing time (background subtraction, normalization
and FastMap reduction) on the whole Weizmann dataset (93 video
sequences) takes 10 seconds and 278 seconds on KTH dataset (2391
videos sequences) using a C++ implementation on Linux Mint 17
cinnamon 64-bit operating system with Intel Core i7-2600k CPU,
3.40 Ghz×4 and 7.8GB RAM.

4. CONCLUSION

In this paper, we present an original, simple and efficient human ac-
tion recognition method based on matching motion projections gen-
erated by a FastMap based space-time mapping. The resulting 2D
spatio-temporal action shape contains sufficient information for a
discriminating action recognition. Indeed, the quality of our result-
ing 2D spatio-temporal action shape model is emphasized both by
the competitive results obtained during experimentation and also the
simplicity of the (action) model, the nonparametric nearest neigh-
bor classifier and the simple Euclidean distance used for the match-
ing step. Moreover, we demonstrate the robustness of our method
to partial occlusions, deformation of shapes, significant changes in
scale and viewpoints, irregularities in the performance of an action
and low-quality video.
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