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ABSTRACT

Semantic image segmentation has recently become the focus
of considerable interest. This task consists in assigning a
predefined class label to each pixel (or pre-segmented region)
in an image. To address the complexity challenge of this
task, we develop, in this work, a novel and simple energy-
minimization model. The proposed cost function of this
model combines efficiently different global non-parametric
semantic likelihood energy terms computed from the (pre-
)segmented regions of the (query) image and their structural
properties (location, texture, color, context and shape). To
optimize our energy-based model, we use a local optimization
procedure derived from the iterative conditional modes (ICM)
algorithm. Experimental results on the challenging Microsoft
Research Cambridge dataset (MSRC-21) clearly shows the
feasibility and the merits of the proposed approach.

Index Terms— Semantic Segmentation, energy min-
imization model, Microsoft Research Cambridge (MRC)
dataset.

1. INTRODUCTION

In the last few years there has been a growing interest in the
semantic segmentation (also called scene parsing). The aim
of this task is to divide image into semantic regions, such
as mountain, sky, building, tree, etc. One challenge of scene
parsing is that it combines three traditional problems; de-
tection, segmentation and multi-label recognition in a single
process [1].

As an active research area, various methods for scene
parsing have been proposed in the literature. As mentioned
in [2], these methods can be generally classified into three
groups based on the relationships (dependencies) which are
encoded between different pixels in the image. The first type
contains methods which solve the pixel-labeling problem by
classifying each pixel independently [3]. However, the high
computational cost of these approaches and their inefficiency
makes them unattractive to applications. The second type
of methods is based on the pairwise Markov Random Field
(MRF) or Conditional Random Field (CRF) models [4],
where nodes in the graph represent the semantic label asso-
ciated with a pixel, and potentials are created to define the
energy of the system. Thus, a relationship between pairs
of neighbouring pixels is incorporated in the graph, which
encourage adjacent pixels that are similar in appearance
to take the same semantic label. However, in this type of
framework, the learning and inference of complex pairwise
terms are often expensive. In addition, this approach is still
too local and not descriptive enough to capture long-range

relationships observed between adjacent regions. In the third
group, pixels are grouped into segments (or super-pixels) and
a single label is assigned to each group [5]. Following this
approach, a probabilistic model characterizing spatial con-
text for region annotation has been proposed in [6]. Also, we
can mention the supervised image annotation method in [7]
based on regional features, which considers other regions of
the image as meaningful context of the current region.
The work presented in this paper aims at overcoming the
drawbacks of previous techniques by proposing a simple
energy-minimization model called the multi-criteria seman-
tic segmentation model (MC-SSM). The proposed model
combines efficiently different global likelihood terms either
based on the spatial organization and distribution of the
region semantic labels within the image or on region-based
properties (location, texture, color, context and shape), and
their training adequacy, in a multi-criteria cost function. To
optimize our energy-model, we use a simple local optimiza-
tion procedure derived from the iterative conditional modes
(ICM) algorithm.

2. OUR MC-SSM MODEL

Our scene parsing procedure is performed through two steps.
In the first step, a set of segments (regions) is generated by
a pre-segmentation 1 algorithm called GCEBFM [11, 12]. In
the second step, based on an available labeled segmentation
corpus, a single class label is assigned to each region by opti-
mizing a global fitness function that measures the quality of
the generated solution. To this end, relevant features are ex-
tracted from these individual segments. The used features
allow to capture different aspects of color (COL), texture
(TEX), shape (SHA), image location (LOC), semantic con-
textual information (CTX) for an image region and their ad-
equacy for a given semantic label.

Mathematically, let us assume that we have an input im-
age I and its region segmentation RI ={r1

I , r2

I , . . . , rm

I } (gen-
erated by the GCEBFM algorithm) to be semantically la-
beled, where m represents the number of regions (r) in RI .
Let also C = {Ik, Sk}k≤K represents respectively a set (or a
training corpus) of K images Ik and their corresponding se-
mantic segmentations Sk. In our framework, if SΩ represents
the set of all possible semantically labeled segmentation maps
of I (based on its partition into regions RI) then, our semantic

1Another alternative to generate the segment candidates is to
use over-segmentation algorithms such as; the SLIC algorithm [8],
the BASS algorithm [9] or the mean shift algorithm [10] (by varying
the spatial and range bandwidth parameters).



labeling problem ŜMC = {s1
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result of the following multi-criteria optimization problem:
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where the parameters α, β, γ, δ and λ are used to weight the
different terms of this energy function. COL, TEX, SHA,
LOC and CTX designate respectively the different energy
terms , or non-parametric distance measures, of this cost func-
tion, reflecting the adequacy of a specific semantic label (ex-
isting in the training corpus {Ik, Sk}k≤K) for each region of
the image, in terms of its color, texture, shape, image location
and semantic contextual information.

More precisely, if {C}s
i

I = {Ik, Sk}s
i

I denotes the set of
image and associated semantic segmentation solution (belong-
ing to the training corpus) that contains a region semantically
labeled si

I and h represents the total number of those seman-

tic segmentations in the corpus {C}s
i

I (see Table 1).

• COL(.) is the minimum Ruzicka distance2 between
the p-bin (p = 53) normalized color histogram of ri

I and
the color histogram of each region corresponding to the
semantic label assigned to ri

I (i.e., si

I) and existing in

{C}s
i

I .

• TEX(.) uses the same distance previously described
but based on the q-bin normalized histogram of ori-
ented gradients (HOG) with 4 different directions and
10 amplitude values.

• LOC(.) is the minimum absolute distance, normalized
in term of percentage of image height, between the
height of the topmost pixel existing in the region ri

I

and the topmost pixel of each region corresponding to
the semantic label assigned to ri

I (i.e., si

I) and existing

in {C}s
i

I .

• SHA(.) uses the same distance previously described
but based on the normalized area of the considered
region.

• CTX(.) exploits the semantic contextual information
around each region. More precisely, CTX(.) is the
Ruzicka distance2 between the 21-bin normalized his-
togram of semantic labels of ri

I (excluding its own se-
mantic label si

I) and the histogram of semantic labels

2distanceRuzicka = 1 −

∑

i
[min(Pi, Qi)/ max(Pi, Qi)]

of each region, existing in {C}s
i

I , and corresponding to
the semantic label assigned to ri

I (i.e., si

I).

A synoptic illustration of our segmentation method is
shown in Fig. 1.

3. OPTIMIZATION PROCEDURE

Our semantic segmentation model of multiple label fields is
formulated as a global optimization problem incorporating
a nonlinear objective function. To enable us to achieve the
minimum of this energy function [see (2)], approximation ap-
proaches based on different optimization algorithms such as
the exploration/selection/estimation (ESE) [13], the genetic
algorithm or the simulated annealing can be exploited. These
algorithms are guaranteed to find the optimal solution, but
with the drawback of a huge computational time. To over-
come this problem, in this work we adopt the iterated con-
ditional modes (ICM) method proposed by Besag [14] (i.e.;
a Gauss-Seidel relaxation), where pixels (semantic label of
each region in our case) are updated one at a time. In our
case, this algorithm turned out to be both easy to implement,
fast and efficient in terms of convergence properties (the algo-
rithm is fast converging after 10 iterations according to our
experiments). The entire pseudo-code of our MC-SSM based
on ICM is shown in Algorithm 1.

Algorithm 1 MC-Semantic Segmentation Model algorithm

Mathematical notation:
MC Multi-criteria function

{Vk}k≤K Set of K images

{Sk}k≤K Set of K semantic segmentations (related

to {Vk}k≤K )

E Set of class labels in {Sk}k≤K

Tmax Maximal number of iterations (=100)

Ŝbest Semantic segmentation result

I Image to be labeled

RI Region segmentation of image I

Input: I , {Vk}k≤K , {Sk}k≤K

Output: Ŝbest

A. Initialization:

1: Segment image I into different coherent regions RI (with the

GCEBFM algorithm [11])

2: Assign class label for each ri region ∈ RI using random element

from E
B. Steepest Local Energy Descent:

3: while p < Tmax do

4: for each ri region ∈ RI do

5: Draw a new class label y according to the uniform distribution

in the set E
6: Let R

[p],new

I the new semantic segmentation map including ri
with the class label y

7: Compute MC (R
[p],new

I , {Sk}k≤K) [see (2)]

8: if MC (R
[p],new

I , {Sk}k≤K) < MC (R
[p]
I , {Sk}k≤K) then

9: MC = MC
new

10: R
[p]
I = R

[p],new

I

11: Ŝbest = R
[p]
I

12: end if

13: end for

14: p←p+ 1
15: end while



Table 1. Summary of the combined criteria used in our model.
Criterion Name Dimension

-Color- Color histogram 125
-Texture- Oriented gradient histogram 40
-Shape- Pixel area 1
-Location- Top height 1
-Context- Context histogram 21
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Fig. 1. Proposed system overview. (a) input image. (b) image segmentation (achieved by the GCEBFM algorithm [12]). (c)
and (d) corpus of images and its semantic segmentation. (e) scene parsing result.
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Fig. 2. Example of segmentation results obtained by our algorithm MC-SSM on two images from the MSRC-21 compared to
other algorithms.

4. EXPERIMENTS

We evaluate our method on the Microsoft Research Cam-
bridge MSRC-21 dataset [15]. The MSRC-21 dataset con-
tains 591 color images with corresponding ground truth

labelling for 21 classes (building, grass, tree, cow...). We
adopt the leave-one-out evaluation strategy. Thus, for each
image, we use it as a query image and we classify its region
based on the rest of the images in the dataset. The image
annotation performance is measured by the global accuracy,
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Fig. 3. Example results obtained by our MC-SSM model on the MSRC-21-class dataset (for more clarity, we have superimposed
textual labels on the resulting segmentations).

which is widely used for evaluating the performances of re-
lated tasks. To guarantee the integrity of the benchmark
results, the five weight parameters of our algorithm [i.e., α,
β, γ, δ and λ, see (2)] are optimized on the ensemble of
training images by using a local linear search procedure in
the feasible ranges of parameter values ([1 : 2]) with a fixed
step-size = 10−2. We have found that α = 1.83, β = 1.53,
γ = 1.55, δ = 1.70 and λ = 1, are reliable hyper-parameters
for the model yielding the best accuracy value. Table 2
shows that the result achieved by our technique is compara-
ble to the state-of-the-art methods, although is much simpler
than different algorithms. Additionally, we present a quali-
tative comparison with other methods; Unary [16], Robust
P n [17], Auto context [18] and Geodesic [19] (see Fig. 2).
Also, Fig. 3 shows other semantic segmentation results on
the MSRC-21 generated by our algorithm, the whole results
of the dataset are accessible on-line via this link: http://www-
etud.iro.umontreal.ca/∼khelifil/ResearchMaterial/mc-ssm.html.
As we can notice, our multi-criteria semantic segmentation
model (MC-SSM) is both simple and efficient and can be
regarded as a robust alternative to complex, computationally
demanding semantic segmentation models existing in the
literature. Finally, it is worth mentioning that improvements
can be made efficiently in our algorithm by adding other
interesting invariant features (to the multi-criteria function)
such as the SIFT (scale-invariant feature transform) or the
LSD (line segment detector) descriptors or similarity measure
between segmentations.

5. CONCLUSION

In this paper, we studied the problem of semantic segmen-
tation (called also scene parsing). Towards this goal, we
proposed a novel and simple energy-minimization called the

Table 2. Global accuracy on the MSRC-21 dataset (the
higher is better).

Algorithms Accuracy (%)
-SuperParsing- [20] in [21] 61.50
-SIM- [22] 69.70
-SVM-BoW - [23] 62.70
-MC-SSM- 66.07

multi-criteria semantic segmentation model (MC-SSM). Our
approach achieved state-of-the-art performance in the pop-
ular MSRC-21 dataset. Furthermore, we plan to extend our
model by using other optimization algorithm, and to improve
further the classification accuracy by incorporating others cri-
teria.
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