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Abstract

Automatic query expansion has been known to be the most
important method in overcoming the word mismatch prob-
lem in information retrieval. Thesauri have long been used
by many researchers as a tool for query expansion. However
only one type of thesaurus has generally been used. In this
paper we analyze the characteristics of di�erent thesaurus
types and propose a method to combine them for query ex-
pansion. Experiments using the TREC collection proved
the e�ectiveness of our method over those using one type of
thesaurus.

1 Introduction

Document authors and users use a great variety of words
to refer to the same concepts [21]. As such, information
retrieval systems must bridge the semantic gap which exists
between the vocabulary of authors and that of users.

Query expansion is one method to solve the above prob-
lem [4, 5]. Query expansion can be performed either manu-
ally or automatically. In this paper, we are concerned with
automatic query expansion. Query expansion can take place
prior to either the initial search or the relevance feedback
search [20, 1]. Automatic relevance feedback expansion is
generally implemented by adding words that occur in top-
n ranked documents, but were not included in the original
query. Expansion may involve all of the terms in relevant
documents, or some subset of them.

In this paper we focus on expansion prior to the initial
search, which can be achieved using a thesaurus. Thesauri
have frequently been incorporated in information retrieval
systems as a device for the recognition of synonymous ex-
pressions and linguistic entities that are semantically similar
but super�cially distinct.

Automatic query expansion using thesauri has been the
target of research for nearly four decades, and a lot of meth-
ods have been proposed. The various methods can be clas-
si�ed into the following 3 basic groups :

1. Hand-crafted thesaurus based [27, 25].

2. Co-occurrence-based automatically constructed thesaurus
based [2, 3, 16, 22].

3. Head-modi�er-based automatically constructed thesaurus
based [7, 6, 11, 12, 18].

Query expansion based on hand-crafted thesauri only
succeeds if a domain-speci�c thesauri is used which corre-
sponds closely to domain-speci�c document collection [5].
The use of general-purpose hand-crafted thesaurus for auto-
matic query expansion has not been very successfull [27, 25].
Voorhees [27] used WordNet as a tool for query expansion.
She conducted experiments using the TREC collection in
which all terms in the queries were expanded using a com-
bination of synonyms, hypernyms, and hyponyms. She set
the weight of the words contained in the original query to
1, and used a combination of 0.1, 0.3, 0.5, 1, and 2 for the
expansion terms. She then used the SMART information re-
trieval system [19] to retrieve the documents. Through her
experiments, Voorhees succeeded in improving the system
performance on only short queries with little or no signi�-
cant improvement for long queries. She further tried to use
WordNet as a tool for word sense disambiguation [26] and
applied it to text retrieval, but the performance of retrieval
was degraded.

Smeaton [25] tried to expand the queries of the TREC-
4 collection with various strategies of weighting expansion
terms, along with manual and automatic word sense disam-
biguation techniques. Unfortunately all strategies degraded
the retrieval performance.

Unlike hand-crafted thesauri, corpus-based thesauri are
constructed automatically from corpora without human in-
tervention. Qiu [16] used an automatically constructed the-
saurus to improve retrieval e�ectiveness by about 20% us-
ing small test collections. Schutze [22, 23] also built a co-
occurrence-based thesaurus and applied it to two informa-
tion retrieval applications. Using a scaled-down TREC col-
lection he slightly improved the retrieval performance.

Peat and Willet [15] have provided theoretical evidence
of the limitations of term co-occurrence data for query ex-
pansion in information retrieval. Consequently, some re-
searchers have tried to build thesauri using more linguisti-
cally motivated methods. Ruge [18] built a linguistically-
based thesaurus, but she did not apply it to information
retrieval. Grefenstette [7] built a thesaurus using syntactic
context and performed experiments using several small test
collections. His method improved the performance for some
small collections but failed to improve the performance using
other collections [6]. Jing [12] also found an improvement
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through query expansion by using a grammatically-based
automatically constructed thesaurus.

After we analyze the characteristics of the three types of
thesaurus given above, we propose a method to utilize the
di�erent types of thesaurus together, as evidence for query
expansion.

2 Thesaurus Characteristics

General-purpose thesauri are not speci�c enough to o�er
synonyms for words as used in the corresponding document
collection. For example, in a document related to comput-
ers, the word bug will have meanings quite di�errent from
everyday language. General-purpose thesauri also do not
cover many words found in queries such as proper nouns,
yet proper nouns are often a good retrieval indicator.

Co-occurrence-based thesauri can capture the domain-
speci�c meanings of words, because they are constructed
from the document collection. However it is di�cult to de-
termine the appropriate word window size within which to
consier co-occurrence. For example, if the window size is
one document then every word in the document is consid-
ered potentially related to every other word, no matter what
the distance between them. When smaller windows are used,
similar e�ects are still seen.

The second drawback is that two words are only consid-
ered similar if they physically appear in the same document
a certain number of times. For example consider the words
\astronaut" and \cosmonaut". These words are certainly
synonym but would never appear in the same document, at
least not with a frequency recognized by a co-occurrence-
based method. This kind of relationship can be found in
a general-purpose hand-crafted thesaurus such as WordNet,
and can also be found in a thesaurus constructed using head-
modi�er relations, since we can expect \astronaut" and \cos-
monaut" to share the same context.

Although head-modi�er-based corpus-derived thesauri do
not display the above problems, words with similar heads
or modi�ers are not always good candidates for expansion
[23]. For example, adjective referring to countries share
similar heads (the Indonesian/Japanese capital, the Indone-
sian/Japanese government, etc), but adding \Japanese" to a
query that contains \Indonesian" will rarely produce good
results. Note that there are many words that distinguish
Japanese and Indonesian in terms of intra-sentential co-
occurrence and general-purpose thesaurus.

Since each type of thesaurus has di�erent advantages and
disadvantages, combining them provides a valuable tool for
query expansion. In this paper, for the purpose of query
expansion, we combine three types of thesaurus: a hand-
crafted general-purpose thesaurus (WordNet), an automati-
cally constructed thesaurus based on a document co-occurrence
relations (co-occurrence based thesaurus) and an automati-
cally constructed thesaurus based on head-modi�er relations
(head-modi�er based thesaurus).

3 Method

In this section, we �rst describe the construction method
for each type of thesaurus utilized in this research, and then
describe a term weighting method using similarity measures
based on these thesauri.

3.1 WordNet

WordNet is a hand-crafted thesaurus developed by a Prince-
ton University group led by George Miller [14]. In WordNet,
words are organized into taxonomies where each node is a set
of synonyms (a \synset") representing a single sense. There
are four di�erent taxonomies based on di�erent parts of
speech and also there are many relationships de�ned among
them. In our experiments we use only the noun taxonomy.

The similarity between words a and b can be de�ned as
the shortest path from each sense of w1 to each sense of w2,
as below [17] :

simpath(w1; w2) = max[�log(
Np

2D
)]

where Np is the number of nodes in path p from w1 to w2
and D is the maximum depth of the taxonomy.

Similarity also can be measured using the information
content of the concepts that subsume words in the taxon-
omy, as below [17] :

simIC(w1; w2) = max
c2S(c1;c2)

[� log p(c)]

where S(c1; c2) is the set of concepts that subsume both c1
and c2.

Concept probabilities are computed simply as the rela-
tive frequency derived from the document collection.

p(c) =
freq(c)

N

where N is the total number of nouns observed, excluding
those not subsumed by any WordNet class.

We sum up the path-based similarity and information-
content-based similarity to serve as the �nal similarity.

3.2 Co-occurrence-based thesaurus

This method is based on the assumption that a pair of words
that occur frequently together in the same document are
related to the same subject. Therefore word co-occurrence
information can be used to identify semantic relationships
between words.

We use a variable-length window-size based on the multi-
paragraph topic segmentation proposed by Hearst [10, 8, 9].
The main algorithm has three main parts :

� tokenization
The text is subdivided into pseudo-sentences of a pre-
de�ned word size s.

� similarity determination
k pseudo-sentences are grouped together into a block
to be compared against an adjacent group of pseudo-
sentences (adjacent block). Similarity values are com-
puted for every pseudo-sentence gap number; that is,
score is asigned to pseudo-sentence gap i correspond-
ing to how similar the pseudo-sentences from pseudo-
sentence i � k through i are to the pseudo-sentence
from i + 1 to i + k + 1. Similarity between blocks is
calculated by a cosine measure: given two text blocks
b1 and b2, each with k pseudo-sentences,

sim(b1; b2) =

P
t
wt;b1wt;b2pP

t
w2
t;b1

P
t
w2
t;b2

where t ranges over all the terms that have been reg-
istered during the tokenization, and wt;b1 is their fre-
quency within the b1 block.
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� Boundary identi�cation
Boundaries are determined by changes in the sequence
of similarity scores. For a given pseudo-sentence gap
i, the algorithm looks at the scores of the pseudo-
sentence gaps to the left of i as long as their values are
increasing. When the values to the left peak out, the
di�erence between the score at the peak and the score
at i is recorded. The same procedure is performed with
the pseudo-sentence gaps to the right of i. Finally, the
relative height of the peak to the right of i is added to
the relative height of the peak to the left. These new
scores, called depth� scores, correspond to how sharp
a change occurs on both sides of the pseudo-sentence
gap. After performing average smoothing, a boundary
is determined by de�ning the cuto� as a function of the
average and standard deviation of the depth � scores
for the text.

In this paper, we used the parameter as belows :

� Width of the pseudo-sentences (s) is 20

� Blocksize (k) is 6

After the topic-segments are determined, we use mu-
tual information as a tool for computing similarity between
words. Mutual information compares the probability of the
co-occurence of words a and b with the independent proba-
bilities of occurrence of a and b :

I(a; b) = log
P (a; b)

P (a)P (b)

where the probabilities of P (a) and P (b) are estimated by
counting the number of occurrences of a and b in topic-
segments. The joint probability is estimated by counting
the number of times that word a co-occurs with b.

3.3 Head-modi�er-based thesaurus

In this method term relations are gathered on the basis of
linguistic relations and not document co-occurrence statis-
tics [11]. Words appearing in a similar grammatical context
are assumed to be similar, and therefore classi�ed into the
same class.

First, all the documents are parsed using the Apple Pie
Parser, which is a probabilistic chart parser developed by
Satoshi Sekine [24].

Then the following syntactic structures are extracted.

� Subject-Verb

� Verb-Object

� Adjective-Noun

� Noun-Noun

Each noun has a set of verbs, adjectives, and nouns that
it co-occurs with, and for each such relationship, a mutual
information value is calculated.

� I(vi; sub; nj) = log
fsub(nj ;vi)=Nsub

(fsub(nj)=Nsub)(f(vi)=Nsub)

where fsub(vi; nj) is the frequency of noun nj occurring
as the subject of verb vi, fsub(nj) is the frequency of
the noun nj occurring as subject of any verb, f (vi) is
the frequency of the verb vi, and Nsub is the number
of subject-verb construction.

� I(vi; obj; nj) = log
fobj(nj ;vi)=Nobj

(fobj(nj)=Nobj)(f(vi)=Nobj)

where fobj(vi; nj) is the frequency of noun nj occurring
as the object of verb vi, fobj(nj) is the frequency of the
noun nj occurring as object of any verb, f(vi) is the
frequency of the verb vi, and Nsub is the number of
verb-object construction.

� I(ai; adj; nj) = log
fadj(nj ;ai)=Nadj

(fadj(nj)=Nadj)(f(ai)=Nadj)

where f(ai; nj) is the frequency of noun nj occurring as
the argument of adjective ai, fadj(nj) is the frequency
of the noun nj occurring as the argument of any ad-
jective, f (ai) is the frequency of the adjective ai, and
Nadj is the number of adjective-noun construction.

� I(ni; noun; nj) = log
fnoun(nj ;ni)=Nnoun

(fnoun(nj)=Nnoun)(f(ni)=Nnoun)

where f(ai; nj) is the frequency of noun nj occurring
as the argument of noun ni, fnoun(nj) is the frequency
of the noun nj occurring as the argument of any noun,
f(ni) is the frequency of the noun ni, and Nnoun is
the number of noun-noun construction.

For generality, we can use the notation jw; r;w0j to de-
note the frequency count of the dependency triples (w; r;w0),
where w and w0 are two words which bear the syntactic re-
lation r as above. When w, r, or w0 is *, the frequency
counts af all dependency triples matching the rest of the
pattern are summed up. Thereby, the amount of informa-
tion of words w1 and w2, I(w; r;w0), can be computed as

log jw;r;w0j�j�;r;�j

jw;r;�j�j�;r;w0j

Let T (w) is the set of pairs (r;w0) such that I(w; ; r;w0) is
positive. The �nal similarity sim(w;w2) between two words
w1 and w2 can be computed as follows :

X
(r;w)2T (w1)\T (w2)

(I(w1; r; w) + I(w2; r;w))

X
(r;w)2T (w1)

I(w1; r; w) +
X

(r;w)2T (w2)

I(w2; r; w)

3.4 Combination and Term Expansion Method

A query q is represented by the vector �!q = (q1; q2; :::; qn),
where each qi is the weight of each search term ti contained
in query q. We used SMART version 11.0 [19] to obtain the
initial query weight using the formula ltc as below :

qi =
(log(tfik) + 1:0) � log(N=nk)vuut
nX

j=1

[(log(tfij + 1:0) � log(N=nj)]
2

where tfik is the occurrrence frequency of term tk in query
qi, N is the total number of documents in the collection, and
nk is the number of documents to which term tk is assigned.

Using the above weighting method, the weight of initial
query terms lies between 0 and 1. On the other hand, the
similarity in each type of thesaurus does not have a �xed
range. Hence, we apply the following normalization strategy
to each type of thesaurus to bring the similarity value into
the range [0; 1].

simnew =
simold � simmin

simmax � simmin
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The similarity value between two terms in the combined
thesauri is de�ned as the average of their similarity value
over all types of thesaurus.

A query q is represented in terms of a vector �!q =
(w1; w2; :::; wn), where n is the total number of terms in
the collection and wi is the weight of term ti when ti is con-
tained in query q. If ti does not appear in the query, wi

becomes 0.
The similarity between a query q and term tj can be

de�ned as follows [16]:

simqt(q; tj) =
X
ti2q

wi � sim(ti; tj)

where sim(ti; tj) is de�ned as the average of the similarities
of the three types of thesaurus mentioned in the previous
section.

With respect to a query q, all the terms in a collection
can be ranked according to their simqt. Terms tj with high
simqt in rank are used as expansion terms.

The weight wex(q; tj) of an expansion term tj with re-
spect to a query q is de�ned as the following function of
simqt(q; tj):

wex(q; tj) =
simqt(q; tj)P

ti2q
wi

:

The weight of an expansion term depends both on all terms
appearing in a query and on the similarity between the
terms, and ranges from 0 to 1. This weight can be inter-
preted mathematically as the weighted mean of similarities
between term tj and all terms in the query. The weight
of the original query terms are weighting factors of those
similarities.

A query q is expanded by adding the vector

�!q e = (w0
1; w

0
2; :::; w

0
n);

to the original query vector. w0
j is equal to wex(q; tj) if

wex(q; tj) exceeds some weight threshold, otherwise w0
j be-

comes 0.

4 Experiments

In order to evaluate the e�ectiveness of the proposed method,
we conducted experiments using the TREC-7 information
retrieval test collection [28]. The TREC-7 test collection
consists of 50 topics (queries) and 528,155 documents from
several sources: the Financial Times (FT), Federal Regis-
ter (FR94), Foreign Broadcast Information Service (FBIS)
and the LA Times. Each topic consists of three sections,
the \Title", \Description" and \Narrative." Table 1 shows
statistics of the document collection, Table 2 shows statistics
of the topics, and Figure 1 shows an example of a topic.

Table 2: TREC-7 topic length statistics (words)

Topic section Min Max Mean
Title 1 3 2.5
Description 5 34 14.3
Narrative 14 92 40.8
All 31 114 57.6

For the query, we use, respectively, the title only, the
description only, and all sections of the topic. Note that in

the TREC-7 collection, the description section contains all
the terms in the title section.

As a baseline we used the SMART [19] system without
query expansion. SMART is an information retrieval en-
gine based on the vector space model in which term weights
are calculated based on term frequency, inverse document
frequency and document length normalization. We use lnc
weighting method for document collection as follows :

(log(tfik) + 1:0)vuut
nX

j=1

[log(tfij + 1:0)]2

We further use the ltc weighting method for the initial
query as follows :

(log(tfik) + 1:0) � log(N=nk)vuut
nX

j=1

[(log(tfij + 1:0) � log(N=nj)]
2

where tfik is the occurrrence frequency of term tk in query qi
(for query term weighting) or in document di (for document
term weighting), N is the total number of documents in
the collection, and nk is the number of documents to which
term tk is assigned. We use 0.1 as weight threshold (decided
experimentally) and �xed for all queries.

The results are shown in Table 3. This table shows the
average of non-interpolated precision for each case, expan-
sion using onlyWordNet, expansion using only the predicate-
argument based thesaurus, expansion using only the co-
occurrence based thesaurus, and expansion using the com-
bination of all thesaurus types. For each method we give
the percentage of improvement over the baseline method in
parentheses. We demonstrate that the performance using
the combined thesauri for query expansion is better than
SMART and also than expansion using just one type of the-
saurus.

We investigated to what extent each thesaurus contributes
to the provision of expansion terms. Table 4 summarizes the
percentage of expansion terms that are added using each
thesaurus and di�erent combinations of thesauri. We can
see that each thesaurus contributes almost the same in pro-
viding expansion terms.

We also investigated the e�ect of di�erent coe�cient
measures for constructing thesauri.

� Dice Coe�cient [13]
Suppose two words a and b occur in dfa and dfb win-
dows respectively, and co-occur in dfc windows, then
the similarity of a and b is calculated as follows:

2� dfc
dfa + dfb

:

� Tanimoto coe�cient
Suppose two words a and b occur in dfa and dfb win-
dows respectively, and co-occur in dfc windows, then
the similarity of a and b is calculated as follows:

dfc
dfa + dfb � dfc
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Table 1: TREC-7 document statistics

Source Size No. of # words/doc # words/doc
(MB) docs (median) (mean)

Disk 4

FT 564 210,158 316 412.7
FR94 395 55,630 588 644.7

Disk 5

FBIS 470 130,471 322 543.6
LA Times 475 131,896 351 526.5

Title:
clothing sweatshops
Description:

Identify documents that discuss clothing sweatshops.

Narrative:
A relevant document must identify the country, the working conditions, salary, and
type of clothing or shoes being produced. Relevant documents may also include the
name of the business or company or the type of manufacturing, such as: "designer
label".

Figure 1: Topics Example

Table 3: A comparison of the average non-interpolated precision for baseline, single, pairwise, and combined thesauri

Expanded with
Topic Type Base WordNet Head-Mod Cooccur WordNet+ WordNet+ Head-Mod+ Combined

only only only Head-Mod Cooccur Cooccur method
Title 0.1175 0.1299 0.1505 0.1637 0.1611 0.1698 0.1859 0.2337

(+10.6%) (+28.1%) (+39.3%) (+37.1%) (+44.5% (+58.2%) (+98.9%)
Description 0.1428 0.1525 0.1705 0.1950 0.1832 0.1973 0.2315 0.2689

(+6.8%) (+19.4%) (+33.4%) (+28.3%) (+38.2%) (+62.1%) (+88.3%)
All 0.1976 0.2018 0.2249 0.2395 0.2276 0.2423 0.2565 0.2751

(+2.1%) (+13.8%) (+21.2%) (+15.2%) (+22.6%) (+29.8%) (+39.2%)
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Figure 2: 11-point precision for di�erent similarity measures
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Table 4: Contribution of each thesaurus for expansion terms

Thesaurus Title (%) Description (%) All (%)
WordNet 6 7 5
Co-occurrence 12 9 20
Head-Modi�er 10 8 14
WordNet and Co-occurrence 14 13 9
WordNet and Head-Modi�er 13 13 7
Co-occurrence and Head-Modi�er 17 28 32
All 28 22 13

Table 5: Comparison of di�erent similarity measures for di�erent topic sections

Topic section Base Dice Coef. Mutual Information Tanimoto Coef.
Title 0.1175 0.2213 0.2337 0.2011

(+88.3%) (+98.9%) (+71.7%)
Description 0.1428 0.2590 0.2689 0.2492

(+81.4%) (+88.3%) (+75.3%)
All 0.1976 0.2573 0.2751 0.2654

(+30.2%) (+39.2%) (+34.5%)

Figure 2 shows a recall-precision graph using the descrip-
tion section of the topics, and Table 5 shows the average of
non-interpolated precision for di�erent topic sections using
di�erent similarity measures. Although the mutual informa-
tion measure gives better performance than the other coef-
�cient measure methods, the di�erence is not signi�cant.

5 Discussion

The key techniques used in our method can be summarized
as follows:

� broadening thesaurus coverage by combining di�erent
types of thesauri

� weighting expansion terms to eliminate misleading ex-
pansion term

The advantages of our weighting method can be summa-
rized as follows:

� the weight of each expansion term considers the sim-
ilarity of that term to all terms in the original query,
rather than to just one query term.

� the weight of an expansion term also depends on its
similarity in all types of thesaurus.

This method can accommodate the polysemous word
problem, because an expansion term taken from a di�er-
ent sense to the original query term sense is given very low
weight. The reason for this is that the weighting method
depends on all query terms and all of the thesauri.

For example, the word \bank" has many senses in Word-
Net. Two such senses are a repository for money and a pile
of earth on the edge of a river. In a document collection
relating to �nancial banks, the river sense of \bank" will
generally not be found in the co-occurrence based thesaurus
because of a lack of documents talking about rivers. Even
though (with small possibility) there may be some docu-
ments in the collection talking about rivers, if the query

contained the �nance sense of \bank" then the other terms
in the query would also be concerned with �nance and not
rivers. Thus rivers would only relate to the term \bank"
and there would be no relationships with other terms in the
original query, resulting in a low weight.

6 Conclusions

We have proposed the use of di�erent types of thesaurus
as evidence for query expansion. The underlying idea is
that each type of thesaurus has di�erent characteristics and
therefore their combination can provide a valuable resource
for query expansion. Wrong expansion terms are avoided by
designing a weighting term method in which the weight of
expansion terms not only depends on all query terms, but
also on similarity measures in all types of thesaurus. This
is actually a kind of word sense disambiguation.

Experiments have shown that combined use of thesauri
gives better retrieval results than using just one type of the-
saurus.

Future research will include the use of a parser with bet-
ter performance and the use of anaphora resolution to accu-
rately determine the nature of relationships involving proper
names.
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