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Abstract

The process of generating an image for a computer graphics object is traditionally
broken down into three steps. modelling of the shape or geometric attributes (such
as height, width, and length), modelling of the visua attributes (how the object is
going to look), and an integration step that connectsthefirst two (avisua attributeis
defined for every point on the surface of the object). The separation of modelling the
shape from modelling the visual attributes makes the whole process highly flexible
and powerful; from a conceptual point of view, the processis easier to handle.
While generaly good for many classes of objects, this separation is prone
to problems when the geometry of the object is complex. For example, the map-
ping of visual characteristicsto every point of such complex surfacesisnon-trivial.
Furthermore, this separation assumes that these two steps are independent of each
other, but for some objects, there is an interaction between the shape modelling and
visual modelling that plays a significant role on the final image. Typical examples
are patterned animals such as giraffes and leopards, where the pattern visible on the
fur of an adult animal istheresult of aprocess that took place while the animal was
an embryo in the womb. In this case, modelling the interplay between the embryo

growth process and the pattern formation process is as important as modelling the



individual processes themselves.

In thisthesis we introduce a novel solution for integrating shape and visual
modelling. This solution defines the visual attributes directly on the surface of the
object as the object changes shape, for example, due to growth. We present results
of applying this solution to a giraffe model.

This thesis makes three contributions: (1) a new model of mammalian pat-
tern formation called Clonal Mosaic, suitable for computer graphics purposes and
with strong biological plausibility. The model is based on cell division and cell-to-
cell interactions, and it can generate repeating spotted and striped patterns occurring
in several species of mammals, especially the big cats and giraffes; (2) atechnique
to modify the shape of an object based, for example, on a small set of input mea-
surements. The technique consists of defining local coordinate systems (cylinders)
around the growing parts of the body, each one being transformed according to the
relevant growth data while maintaining their relationship with the adjoining parts
and the continuity of the surface. Thelocal coordinatesalso permit ordinary anima-
tion mainly asrelativerotation such asin articulated objects; and, (3) theintegration
of the modelling of Clonal Mosaic patterns with the shape modification technique.

Finally, thisthesis advances the notion of integration of independent tools as
an important development in the field of computer graphics. Individual tools have
been reaching exceptional levelsof performance and thereforewe need efficient ways

to integrate them smoothly.
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Chapter 1

| ntroduction

1.1 Motivation and Overview

One of the magjor goals of computer graphics is to compute an image of a virtua
scene. For our purposes a scene can be any combination of objects including their
material properties. Objectscan be classified according to theway they interact with
light and a so, for many purposes, whether they are manufactured objects (desk, car,
chair) or natural ones (trees, leopards, humans). This goal presents a gigantic chal-
lenge considering all possible interplay of factorsin even the smplest scenes. As
in many other complex tasks, a divide-and-conquer approach makes the task more
manageabl e, and thewhole processistraditional ly brokeninto two i ndependent parts.

First, we need to define the objects in a geometric sense, that is, we have to
build the objectsin terms of their geometric properties (for instance, height, width,
and size). Objects can be arbitrarily complicated.

Second, we need to deal with the material properties of the objects and this



part can itself be split into two sub-parts. We have to define and attach some sort of
information to the objects that will characterize their appearance in the final image.
For instance, we have to decide on whether a desk is made of wood or some other
material such assteel. Thisisacomplex task mainly dueto thefact that in general it
is not straightforward to attach a given material property to all points of an arbitrar-
ily, possibly complex, shape. Itisimportant to notethat the two sub-parts, definition
and attachment, are almost always independent of each other. For example, we can
define the same wood visual property to be applied in many different objectsin the
same scene.

The process described above is a generic and well-known approach in com-
puter graphics. It has been progressively defined and refined since the modern era
of computer graphics started more than 30 years ago. The separation of the general
process into two independent parts can provide good results only in two Situations.
Thefirst iswhen dealing with objects where visual and geometric attributes are de-
fined separately and integrated at alater step (usually manufactured objects, such as
wall paper or cloth). The second is when dealing with objects where the visual at-
tributes result from a spatial three-dimensional process involving the whole object
(such as marble).

The separation fails to provide good results in situations where these two
parts are dependent on each other. In other words, there are cases when the estab-
lishment of the visua attributesis affected by a changing geometry of the object in
question. Typical examples of these cases are patterned animals. They have rea-

sonably complex shapes and visually elaborate fur patterns. The fur we see on an



adult animal is the result of a process which happened much earlier, during embry-
onic life. It isreasonable to assume that thereis some degree of interaction between
the shape-changing embryo and the pattern formation process. We believe that the
proper computer graphics solution to these cases should take into account thisinter-
action.

The main contribution of thisthesisisa systematic approach to integrate the
geometric and visual attributes of natural objects, such as patterned animals. Our
approach is a departure from the standard two-step method in the sense that the pat-
terning process happens “in place”, i.e., as asurface-level process and more impor-
tantly takes into account the interplay between geometry and the visual properties,
usually missing in standard computer graphics techniques. Thisis a step towards
fully integrated graphics modelling and rendering systems, where the user will be
ableto model an object, if so desired, as oneintegrated entity, geometry and appear-
ance together. And as an important final motivation we know that nature does not
create pattern and shape separately. It is therefore reasonable to consider solutions
that areinspired by nature itself.

Conceptually, our solution has three main parts: the modelling of the visual
attributes, change of shapein acontrolled manner, and theintegrationitself. Of these
three, themodelling of thevisual attributesisthe only one domain-specific, sincethe
solutionswe are seeking are driven by the kind of patterns we want to achieve. The
basi ¢ assumption when defining these partsis that in order to be able to have agood
integration scheme we need to be ableto control the stepsinvol ved before the actual

integration takes place.



1.2 Integration of Shape and Pattern

Most of the previouswork on the integration of the shape and the visual aspects of
an object has been done in the context of texture mapping, a technique which im-
plements the two-step process of defining and attaching the visual informationto an
object. Texture mapping iswithout question a powerful technique directly respon-
sible for much of the striking visual effects now common in the entertainment and
videogamesindustry, for example. Nevertheless, morethan twenty yearsafter it was
proposed by Catmull [catm74] the computer graphics community is still addressing
problemsintrinsic to the technique, such astexture placement and texture distortion.
Thisisastrong motivation for researching alternative methods for integration tools.
Thissectionfirst presentsan overview of thetexturing processin computer graphics,

followed by a general description of the previouswork on the integration problem.

1.2.1 TextureMapping

Traditionally in computer graphics, the detailed visual information of asurface, such
as color, isintegrated with the surface of the object via texture mapping [heck86].
The basic idea consists of displaying a visual attribute of a surface as given by a
map, the texture map. This map isrepresented as atwo-dimensional array of values
which are “pasted” onto the surface. A mapping step establishes a correspondence
between any point on the surface being textured and the texture information. This

mapping step is what we call texture mapping.t

1The main idea of indirectly manipulating some surface attribute has been extended in many
ways and two of the most important ones are the controlled perturbation of the surface’s normal vec-
tors[blin78] and the extension to three-dimensions called Solid Texture [perl85, peac85], where



Intuitively, we can visualize the technique as an “elastic wall papering tech-

nique” where we apply atexture (the elastic wall paper) to the surface of an object

(thewall), with the added difficulty that the wall can have any shape format. InFig-

ure 1.1 we show the model for acheetah with areal cheetah skin texture mapped on

it. Thisfigurewill help usillustrate some of the drawbacks related to the technique,
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such as distortion and lack of local control.

(b) Texture mapped cheetah model

Figure 1.1: An example of texture mapping

The first step when using texture mapping is to define the texture map. There are

basically three ways to obtain a texture map: (i) scanning in a real-world pattern,

either using adesktop scanner (Figure 1.1(a)) or a 3D digitizer which outputs range-

the texture is defined in 3-dimensional space aswell.
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datafor agiven object together with the color of the associated point on the surface;
(i) using a painting system to custom create an image which will be used as a tex-
turemap; (iii) procedurally computing or synthesizing atexture. Scanned real-world
pictures are still the main source of texture maps for many texture mapping appli-
cations, since they usually provide the exact visual appearance desired. For some
classes of objects, however, scanning a real-world adequate texture or painting an
image is cumbersome and time consuming.

Take the case of modelling a giraffe and using texture mapping to generate
the giraffe spots. If we decide to use a scanned texture we would need a full color
image of a“good” and “stretched” giraffe skin. On the other hand we could decide
to paint an image to mimic the giraffe fur pattern. Even for a skilled user both ap-
proacheswould demand agresat deal of effort and artistic ability. The problemwould
be even worseif we wanted more than one giraffe or a different subspecies. Despite
having roughly the same appearance, each giraffe skin has its own characteristics
and therefore we would need to build as many texture maps as giraffes needed, or
find away to modify agiven texture into another, atask almost as difficult as gener-
ating thetexturein thefirst place. Alternatively, we could define a procedure which
would output a“good” giraffe pattern, providing controls for easily customization
of textures. The pattern formation model proposed in this thesis provides such a
mechanism.

Current research on texture synthesis has focused on how to generate a new
texturefrom asampletexturein acontrolled manner, such that perceptually both ap-

pear thesame. Thisistheapproachtakenforinstance by Heeger and Bergen [heeg95],



where current theories on texture discrimination were used to drive the synthesis
procedure. A morerecent approach for texture synthesis[de B97] considerstextures
to be samples from probabilistic distributions and the generation of a new textureis
approached as a resample of this function. One of the main problems when using
real-world images as texturesis their resolution, often smaller than needed for tex-
turing purposes. Therefore these approaches usually seek the generation of textures
arbitrarily larger than the original.

The main limitation of these artificial texture generation techniques is that
they are dependent upon the input information, areal texture. Thereforethey cannot
deal with textures containing elements which vary in size, color and orientation, a

typical example being a giraffe skin.

Texture Placement

For most objects there is no easy mapping from the two-dimensional texture space
(the space where the texture is defined) to the two-dimensional manifold space of
the surface of the object. For objectsrepresented as parametric surfaces? it isusually
straightforward to define the mapping using the available parameterization. How-
ever, the parameterization defined during the modelling of the shape might not be
suitable for texturing purposes. Usually, the modelling parameterization does not
preserve areas or orientations, a necessity for texture mapping usage without dis-
tortions. Any trivial mapping is global and therefore “blind” to the local geometric
information of the object causing distortionsof thetexturedimage (Figure1.1(b)). A

typical exampleisthe sphere, where the texture information is compressed towards

2The definition of parametric surfacesis given in Section 4.2.2.
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the poles since there is no mapping from a square to a sphere without singularities.

The research addressing the texture placement problem has been focused on
two goals: easing the process for the user, and searching for an analytical solution
which will compute the best possible mapping for any given texture mapping task.

Litwinowicz and Miller, for example, proposed aninteractive system for tex-
ture placement [litw94]. Their ideaisto indirectly define the mapping via user ma-
nipulation of the texture while it is being placed on the surface of the object. The
solution imposes some constraints on the process, such as forcing camera and ob-
ject to remainfixed, in order to achieveinteractive rates for placement (between 6.5
to 1.3 frames per second). The correction for distortion is done through warping of
the texture image. This technique does not address the problem of when the same
texture is shared by many surfaces or when more than one texture is used for the
same object. Another solution that pre-warps the texture image before using it is
presented by Arad and Elber [arad97]. However, the distortion processis restricted
for aparticular viewpoint which limits considerably the generality of the technique.

Still onthe problem of texture placement, Shirman and Kamen [shir97] intro-
duced an intermediate parametrization called 7-mapping between the origina pa-
rametrization of the object and the texture space. The motivation behind this ap-
proach is to isolate the modelling parameterization of the object from the texture.
The problem of texture placement istherefore reduced to modifying the 7-mapping.
The authors recognize that introducing one more step in the texturing pipeline will
slow down the process and consequently they use an approximation for the actual

7-mapping that iscomputed by linear interpolation on aset of selected points onthe



object.

An aternative approach for texture placement introduced by Hanrahan and
Haeberli [hanr90] is to paint a texture directly onto the surface of the object. The
objects are modeled as a collection of many small quadrilaterals from which a pa-
rameterization of the surface can be derived. The mapping function isindirectly es-
tablished by the user “painting” on the surface. Thereis no actual distortion to be
corrected since thereis no a priori texture map to be distorted. The drawbacks are
that: (i) the final result is still highly dependent on the artistic abilities of the user
and therefore achieving a visually elaborate texture can be difficult and (ii) as pre-
sented, the approach does not handle a pre-existing texture, and therefore cannot be
used to correct texture distortions by visual inspection.

A more analytical approach to minimize distortions was presented by Mail-
lot et al. [mail93]. The approach first defines a metric for the distortion and triesto
minimizeits value globally. The metric is based on the amount of elastic deforma-
tion resultant from the mapping process. The problemissimplified by restrictingthe
objects to be represented by triangular meshes since for these objects they can ap-
proximate the deformation of the mapped image by the summation of deformations
on each triangle. As mentioned by the authors, for some objects the energy mini-
mization is not possible and they propose to use instead a mapping function which
islocal and not necessarily continuous. In other wordsthe object is split into charts
and acollection of chartsiscalled an atlas. The creation of chartstakesinto account
surface curvature and the user interactsvisualy to achieve the best atlasfor apartic-

ular object. The ideabehind chartsisto represent anon-devel opable surface as a set



of developable surfaces. A developable surfaceis asurface that can be deformed to
planar shape without changing length measurementsin it [fari90]. In asimilar fash-
ion the work presented by Bennis et al. “cuts’ agiven 3D parametric surface into
regions that can be flattened out without warping [benn91]. The minimization of
distortion is achieved through a compromise between cuts and distortions.

When the user has control over how the texture is generated, more effective
waysto avoid distortionsare possible. The method by Witkin and Kass [witk91] uses
models described parametrically as a collection of patches and synthesizes textures
using Reaction-Diffusion systems®. The problem of texture distortion caused by the
mapping from the texture parameter space to the surface space is solved in an inte-
grated manner. The texture synthesisincorporates a correction factor for the distor-
tion, that is, the diffusion rates present in the Reaction-Diffusion system were con-
trolled to account for the geometric distortions present on the surface. This correc-
tion, however, only works for surfaces that can be described by a single parametric
function, usually not the case for complex surfaces. Seamless periodic textures are
created using cyclic boundary conditions, i.e., points that shared a common bound-

ary in different patches had the same boundary conditions.

Rendering and Animation of Texture-mapped Objects

We should also mention two common problems associated with texture mapping:
rendering and animation of texture-mapped objects. Although these are important
issues, they are not part of our motivation towards better integration methods and

therefore our description will be limited.

3A more detailed description of thiswork is given later in Section 2.4.2.
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The rendering issue is how to correctly sample the texture map in order to
avoid aliasing artifacts. Large areas of the texture map can potentially be mapped
onavery small patch on the object and vice-versa. MIP maps|will83] are an efficient
solution to this problem, implemented in many commercial software packages. A
mipmap is a series of precomputed filtered texture maps organized in a pyramidal
format. The base of the pyramid contains the higher resolution version of the map
whereas the top one contains the lower one. In order to access the pyramid, texture
coordinates are derived from the projection of the polygon in the screen space.

The animation issue is how to guarantee that the texture follows the object
correctly. Many ad hoc solutions are used, such as using small polygons forcing
an almost one-to-one mapping from object space to texture space. When the object
is articulated and the same texture is used for the whole object, it is even harder to
guarantee seamless texturing. Even though we are not addressing this problem in
particular, we can say that our integrated solution for adding rich visual detail to

objects will not add any difficulty to the problem.

1.2.2 PreviousWork on Integration

There has been little work outside the context of texture mapping addressing thein-
tegration of the shape and visual attributes of an object as a task per se. Three re-
markable exceptions are the work by Turk [turk91], by Fowler et al. [fowl92], and by
Fleischer et al. [flei95]. These papers present variations on the fundamental idea of

computing the pattern on the surface of an object asa* growth-in-place” procedure.

11



Turk’swork used Reaction-Diffusion textures®. Instead of mapping the gen-
erated pattern onto a polyhedral or parametric model, his approach smulates the
Reaction-Diffusion system on the surface of the model, without the intermediate
mapping from texture space to object space. Basically, the surface of the model
isdivided into cells and the Reaction-Diffusion system is ssimulated directly on the
mesh formed by these cells. The cells for the smulation are the regions of a pla-
nar variation of a VVoronoi diagram computed from a polyhedral representation of
the model. The approach does not have the usual problems of texture discontinuity
and distortion since there is just one mesh over which the Reaction-Diffusion sys-
tem is simulated. Turk mentions that his mechanism could use surface properties,
such as curvature, to specify parametersfor the simulation and he shows one exam-
plewhere higher local curvature of the surface produced smaller spotson agiraffe’s
body. Some of his results, nevertheless, can appear strangely regular and artificial.
More natural-looking results could be achieved only by the user specifying differ-
ent speeds of diffusion for different parts of the body and initiator-cells, areas on the
surface responsible to start the texture generation process.

Fleischer et al. also presented an approach for texturing with direct simu-
lation on the surface of an object. The surface of the object is covered with cells
that are constrained to remain on an iso-surface computed from the original model.
The user specifies cell programs that define the behavior of cells over time. These
cell programs are written as first-order differentia equations which can be “ added”

to provide complex behavior. The end result of the ssmulation is a configuration of

4The term Reaction-Diffusion refersto a chemical system where at least two substances interact
in adefined way. A full overview of Reaction-Diffusion systemsisgiven later in Section 2.3.1.
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cells that goes through a particle-to-geometry converter. This step generates shape
and appearance for the cells to be rendered, based on their position and some other
parameters. The whole approach is general, and can in principle generate many in-
teresting organic-like textures, including Reaction-Diffusion ones. However, the
complexity of writing the cell’s programs through sets of differential equationsis
aserious constraint acknowledged by the authorsthemselves. Their results show an
organic quality to thegenerated textures, but they did not present any resultssimulat-
ing real-life patterns. Besides, the presented work did not seem to allow for dynamic
changes in the shape be incorporated into cell’s programs.

Fowler et al. approached the modelling of seashells by discretizing the grow-
ing edge of a parametric model of ashell into polylines. Each segment of the poly-
lineistreated as a cell for the one-dimensiona Reaction-Diffusion simulation. The
geometric and visual attributes of shells lend themselves to integration since both
shape and texture can be unequivocally expressed asafunction of time. Their excep-
tional visual results suggest that the use of an integrated approach is in some cases
not only useful but imperative.

Our overall goal and ingpiration isto match for mammalian bodies and coat
patterns the level of achievement reached by Fowler et al. There will be many crit-
ical differences in the methods used. First, for reasons elaborated in details else-
where, we do not believe that mammalian coat patterns are well modelled by Reac-
tion-Diffusion methods, and we will use a different model, called Clonal Mosaic,
defined in Chapter 3. Second, the process obvioudy hasto take place at least in two

dimensions corresponding to the skin surface. And finally, since in mammals the
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pattern is established in the fetal stage, and undergoes changes due to body growth
both before and after birth, we will have to integrate pattern formation and growth

in an effective way.

1.3 Terminology

In this section we present and define basic concepts used in thisthesis.

1.3.1 Pattern

Depending on the context the word pattern has many different interpretations. The
biology community seems to use the word pattern without defining it [stev74]. The
implicit meaning generally bringsto mind some kind of repeated arrangement (reg-
ular or not) and the term is often defined by examples. We can usually distinguish
between visual (e.g. tiger stripes) and structural (e.g. Drosophila segmentation) pat-
terns.

The Oxford English Dictionary [simp89] has 13 entries concerning the sub-
stantive “ pattern”. The onewe consider most appropriatein the context of our work
states that apatternis“...a composition of parts applied to amarking of natural ori-
gin.” Itisoutside the scope of thiswork to give a definite and general definition for
pattern. Nevertheless we need a “working” definition. Therefore in our context a
pattern is a 2D array of values, possibly in a regular domain such as a square or
arectangle. This definition restricts our interest to visua patterns only, excluding

structural ones. The important aspect of the above definition is that we have to be
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able to visualize the pattern. This seems obvious but a pattern of concentrationsfor
example, inachemical system, can only bevisualized if we map the numberswhich

express concentrations to some visually-perceived attribute, such as color.

When isa Pattern a Texture?

The word texture certainly has many interpretationsin the graphics community. We
will use theword texturein the sense of a pattern applied to the surface of an object.
Intuitively, we can think of texture as visual information which gives us clues about
the nature of the object, usually expressed at the object’s surface. The difference
between apattern and atextureisthat atextureinvolvesthe attachment of the pattern

to the surface of an object.

1.3.2 Shape

Thefirst of 17 possible definitionsfor shape in the Oxford English Dictionary reads:
“...that quality of a material object (or geometrical figure) which depends on con-
stant relations of position and proportionate distance among all the points compos-
ing its outline or its external surface.”

Thisdefinition probably matches our first intuition about shape. For practical
applications, however, we can not deal with an infinite number of points, since that
is what the definition demands when it says “...among all the points’. Therefore
we propose to use for shape the same definition as above but using the expression
“...among a finite, possibly large, number of primitives’ instead. This new defini-

tion conveys the idea that a shape is formed by a juxtaposition or union of a finite
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number of primitives. The notion of primitiveisleft open: they can be any geomet-
ric entities such as spheres, polygons and even points.

There still remains the definition of acomplex shape. We will define acom-
plex shape in relative terms, that is, shape A is more complex than shape B if A
isexpressed by using more primitives than B. This definition assumes already that
wehavea*“fair” and economical representation, using the chosen primitives, for the
shapes that we are comparing.

We are able now to precise which has a more complex shape, a sphere or a
horse. If we use a“sphere-like’ primitive we need only one to represent our sphere
as opposed to many spheres to represent the shape of the horse®. Different primi-
tives will give different results. If we had a*horse-like” primitive we could repre-
sent our horsewith only one primitiveand would have ahard timetrying to represent
the sphere with an appropriate number of “horse-like” primitives. We have atrade-
off between the number of degrees of freedom (dof) of a given primitive versusthe
necessary number of primitives. Generally, to represent a given complex shape we
either have arelatively large number of low dof primitives, or a smaller number of

higher dof primitives.

1.4 Organization of the Thesis

The rest of thisthesisis organized into the following chapters:

e Chapter 2 - Modelsfor Mammalian Coat Pattern Formation

5In this example we woul d have to consider also how precise we need the horse approximation.
Thisisamore complex problem and a definite answer is outside the scope of thisthesis.

16



Presents background material on the problem of pattern formation from abio-
logical and mathematical pointsof view. The mainmodel discussed isReaction-
Diffusion. We also present previouswork in computer graphicsrelated to pat-

tern formation.

Chapter 3 - The Clonal M osaic M odel

Introduces one of the main contributions of thisthes's, our model for the syn-
thesis of mammalian coat patterns called Clonal Mosaic. We present a de-
tailed description of the model together with results and validation of the pro-
duced patterns. The domain of patterns produced includes the giraffe and the
big cats. A condensed version of thischapter has been published at the Graph-

ics Interface’ 98 conference [walt98].

Chapter 4 - Modelsfor Shape

Thischapter reviews, in our context, the main approachesto describe and rep-
resent shape in computer graphics. We adapted and extended Koenderink’s
classification [koen90] for shape description to existing object-modelling ap-

proaches in computer graphics.

Chapter 5 - Applying Growth Information to Polygonal Models of Ani-

mals

Introducesatechniqueto modify the shape of an object in acontrolled manner,
suitable for our purposes. Particularly, we explain how the technique can be
used to simulate growth of animal shapes. We present results of ssmulations

applied to domestic animalssuch ashorsesand cows. A version of thischapter
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has been published at the Eurographics 97 conference [walt97].

Chapter 6 - Integration

Based mainly on the material presented beforein Chapters 3 and 5, this chap-
ter explains how we put together, in an integrated way, the smulation of the
Clonal Mosaic patterns on a shape-changing geometry. We illustrate our re-

sults with the case of a giraffe.

Chapter 7 - Architecture of the System

Presents a complete view of the different computational tools developed for
this thesis and documents how to use them.

Chapter 8 - Conclusions

Lists the main contributions of thisthes's, summarizes what we have learned,
and presents some avenues of future research on the topics addressed in this

work.
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Chapter 2

Modelsfor Mammalian Coat Pattern

Formation

This chapter provides background information on pattern formation modelsin the
context of mammalian fur patterns. We first present a description of the biological
process responsible for fur colouring in mammals, followed by an overview of the
genera pattern formation problem. We then present the main mammalian coat pat-
tern formation models studied in biology and mathematics and how some of these
approaches have been used in computer graphics. We conclude the chapter with a

case study of pattern formation for the giraffe.

2.1 Introduction

The genesis of a fully organized and complex multicellular being from an initia

small number of undifferentiated cellsis still one of the largest unknownsin devel-
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opmental biology. Pattern formation models try to explain how initially unspecial-
ized cells differentiate and organize into higher complex organisms [held92]. In a
broad sense, the more general problem of pattern formation can be broken downinto
two main categories, structural and visual. The arrangements of petalsin aflower,
for instance, is a structural pattern formation problem. We restrict our description
to visual pattern formation problems, such as the distribution of spots on a cheetah.

Degspite research efforts so far there is no definite answer to the problem of
mammalian coat pattern formation. A successful model will be the one that is able
to present a plausible explanation for the class of models that it is trying to gener-
ate, and is supported by experimental evidence. We believe that the Clonal Mosaic
model, presented later in Chapter 3, isastrong candidate for explaining alarge class

of mammalian coat patterns.

2.2 Mammalian Coat Pattern For mation

In this section we summarize the biological process responsible for fur colouring
in mammals. The coloured pattern seen in many mammals is expressed in the fur
congtituting the coat of the animal. The skin of mammals is made of two layers, a
superficia layer called the epidermis, and an inner layer called the dermis.

The fur formation process starts first by an aggregation of cellsin the basal layer of
the epidermis. This aggregation triggers the formation of a papilla which starts an
invagination of the basal layer of the epidermiscalled afollicle. The hair isformed
by division of stem cellsin the hair bulb at the base of the follicle [sear68].

Pigments giving the hair its colour are incorporated into the hair by melano-
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Hair Bulb

Papilla

Figure 2.1: Process of hair formation

cytes, another typeof cell livinginthe epidermisspecialized in the production of me-
lanin [prot92]. The melanocytesderivefrom melanoblaststhat have migrated during
embryonic development fromthe neural crest to their final position in the epidermis
aspart of acomplex of cellscalled an epidermal melanocyte unit [gilb94]. Melanins
are polymers synthesized from thyrosine (an amino acid) and exist in two types for
mammals: eumelanin, with colour ranging from brown to black; and phaeomelanin
with colour ranging from pale yellow to red. Basically, the colour of the hair is de-
termined by the amount and nature of the produced melanin. The melanocytes are
capable of synthesizing either one of the two types of melanin and gradations be-
tween the full yellow and full black. Which one is produced directly depends on
the amount of a protein produced in epidermal cells called Agouti. This proteinin-
terferes with the binding of an hormone called Melanocyte Stimulating Hormone
(MSH) to receptorsin the melanocytes. Higher levels of the Agouti proteinincrease

the binding between MSH and its receptors in the melanocytes increasing the pro-
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duction of black pigment. Therefore, the level of Agouti protein present in the hair
follicle environment directly affects which pigment is produced [jack91].

Direct observation of mammals showsthat their characteristic coat patternis
already established at birth, and after thisismodified only dueto differential growth
of the body. For instance, the spots on an adult giraffe can easily be recognized
from the spots of the same individual at birth. This characteristic has been used to
recognize individualsin the wild. Bertram [bert78], for example, mentions that he
“...used the arrangement of spots on the head to recognize different individual s’
among a population of leopards. He also used spot arrangement to distinguish be-
tween different individualsamong cheetahs. Sometimesthe spots can fade or disap-
pear dueto achangein “colour map”. Lions have spots at birth, which quickly fade
and are not readily visible in the adult (Figure 2.2). For some animals the expres-
sion of the pattern may occur later on in the development of the animal. Cheetah’s
cubs for example, “...have a peculiar natal coat which islight gray and woolly on
the cub’s back and black on its belly” [seid91]. Only by four months of age they
achieve the peculiar spotted pattern.

Therefore one can distinguish two phases in the creation of the pattern. The
first phase happens in the fetal stage, where both growth and establishment of the
pattern take place, and the second phase, both before and after birth, where only
growth affects the pattern. Pattern formation most likely starts as soon as the me-
lanocytes have finished their migration from the neural crest. Phase one — pattern
formation plus growth — ends at most by the end of gestation, but there are reasons

to believe that it might be sooner. I1n section 2.5 we present a detailed description of
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Figure2.2: Baby lion

this process for giraffes.

2.3 Pattern Formation Modelsin Biology

Although severa modelsfor mammalian pattern formation have been proposed, ei-
ther in biology or mathematics, the actual mechanism responsible for the patterns
isstill an open question in biology for most patterns. Moreover, the literature lacks
a good taxonomy for existing models, in specific for mammalian coat patterns. We

classify the existing approachesinto 3 classes: Reaction-Diffusion, mechanochem-

ical, and cdllular automata.
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2.3.1 Reaction Diffusion

In 1952 Turing showed [turi52] that the chemical interaction of two substances, un-
der some conditions, could produce stable spatial patterns for the concentration of
the substances involved. He called the system Reaction-Diffusion (RD) and coined
the name morphogen to characterize the particular function of these substances in
the system, namely “ shape generators’ or “form generators’.

The behaviour over time (i.e., variation of morphogen concentrations) of an
RD systemisexpressed by asystem of non-linear partial differential equations(PDES).
This system has termsgoverning the diffusion of the morphogensand governing the
reaction. Diffusion refersto the spread of morphogens over the substratum and re-
action refersto the production and consumption of morphogens.

For a process to be considered as an RD process, there are some necessary
conditions. First, an RD system involvesinteractionsbetween at | east two substances
which must havedifferent diffusionrates. Second, of these two substances, one must
have the property of self-enhancement or autocatalysis, that is, to be ableto increase
its speed of production. The other substance either inhibits or helps the production
of the self-enhancer. The long range interactions of these substancesisthe RD pro-

cess that will evolveinto a stable state of morphogen concentrations.

Example of a Reaction Diffusion System

Asan exampleof an RD system, we present here the equations defining the model re-
ferred to asthe activator-substrate model. This system was proposed by Meinhardt

and Klinger [mein87a, mein87b] and used by Fowler et al. [fowl92] to generate some
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remarkable seashell pigmentation patterns. It is a one-dimensional RD system and

the activator « reacts with the substrate s. The equations are:

Jda B a? N D 0%a
ot ps 1+ ka? Po pa * Ox?

s
Ox?

Js a? N D
— =0 —ps o | —vs s
ot P 14 ka? P

Activator and substrate diffuse along the x-axiswith rates D, and D,. The
coefficients . and v express the decay rate of each element. The substrate is pro-
duced at a constant rate 0. The production of the activator is autocatalytic and pro-
portional to the concentration of the substratum and to «* for small activator con-
centrations. The production of the activator decreases the growth of the substratum
proportionally to p. For large concentrations of the activator the parameter « con-
trolsthelevel of saturation of the autocatalytic process. Finally p, isused to initiate
the autocatalytic process sinceit represents asmall base production of the activator.

In Figure 2.3 we reproduce some of the patterns this model generates.

Main Reaction Diffusion M odels

Thereisno universal RD system capable of generating al desired patternsof agiven
class, such asmammalian coat patterns. The specificsof thereaction part inthe PDE
system plays acrucial role to define the possible patterns the system can generate.
Turing’sinitial ideas were extended and elaborated into many different mod-
els. Murray [murr89, murr81a, murr81b], for example, claims that RD is a strong

candidatefor explaininganimal coat patterns. He suggeststhat an RD processwould
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(& The pattern on (b) The pattern on Vo-
Amoria undul ata. lutoconus bednalli.

Figure2.3: Example of Reaction-Diffusion patternson virtua shells(from [fowl92]).

take place during the first days of embryo development. The coat pattern that we
see on the animal is areflection of the spatial pattern of morphogen concentrations
from an RD process. The morphogenswould activate the melanocytes (specialized
pigment cells) [prot92] to produce melanin. Sincefor mammalsthere are two types
of melanin [hera76, fox60], the concentrations of morphogens would function as
a switch to activate or not a given type of melanin. Murray’s work is particularly
known by his detailed exploration of how different geometries and scales affect the
patterns produced by RD mechanisms. He simulated RD systems over a canoni-
cal asymmetric 2D domain representing a generic “stretched” animal skin. He also
allowed therelative size of the domain to be controlled by some pre-defined param-
eter. The different results produced by varying the parameterslead him to claim that
the embryo size, at the embryonic stage when the pattern formation mechanism is

taking place, plays a decisive role to decide whether an animal is self-coloured or
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patterned. Also, if indeed RD is responsible for mammalian coat patterns, Murray
has a plausible explanation for why it is “...not possible to have a striped animal
with aspotted tail” [murr81a]. This conclusion was derived from an RD simulation
over a cone-shaped domain — a geometry equivalent to a 2D stretched tail. The RD
processthus simulated fail sto produce atransition from stripesto spots but success-
fully produces atransition from spots to stripes.

The work by Bard [bard81] addressed some questions |eft open by other re-
searchers in early RD work. He presented possible explanations — within an RD
framework —for more complex patterns such as the rosette and the markings of dif-
ferent giraffe species. These patterns, he suggested, could be explained by one of
(or acombination of) two mechanisms: cascade RD processes, where a sequence of
RD processes would explain the increasing complexity of a pattern, and athreshold
inter pretation mechanism for the concentration of morphogens. Such a mechanism
should be ableto “read” different levels of morphogens concentration and produce
different pigments accordingly. In the simplest case envisioned by Murray, agiven
threshold of morphogen concentration is used by the melanocytes to activate or not
a given type of melanin (an “all or none” mechanism); a more subtle mechanism
would map different levels of concentrations to different pigment production thus
producing two or more hair colors. Bard has aso suggested, from observation of
real patterns, the possibility of having different diffusion rates for different parts of
the domain, a suggestion explored later in computer graphics by Witkin and Kass
[Witk91].

Gierer and Meinhardt have proposed a number of RD models to explain a
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widerangeof patterns, both visual and structural ones. In Meinhardt’sbook [mein82]
we can find a good overview of many of their early generic models. The specific
problem of mammalian coat patternsis not directly addressed in any of their models,
but indirectly, for example, through models that can generate stripes and therefore
could explain striped animals such as zebras. Many of their models included more

than two substances to account for more complex regulatory processes.

Discussion

The theoretical work on RD systems is far more advanced than its experimental
counterpart. Only recently has a smple, real chemical system been shown to pro-
duce patterns predicted by Turing 45 years ago [leng91, ouya91]. Whether or not
such chemical systems can be reproduced on biological tissues is still open for dis-
cussion. Many biologists argue that biological tissues lack the capability of long
range diffusion needed in RD systems. Hammer [hamm98], however, argues that
the diffusion mechanism in RD systems could be re-interpreted as direct cell-to-cell
signaling. The discrete nature of the numerical computation of the Laplacian isin-
terpreted as discrete cells exchanging signaling moleculesin an array.

Most of the activeresearch on RD is concerned with pure mathematical anal-
ysis or with new models that try to explain some as yet unknown or interesting pat-
tern formation process. Asan example of the former we mention the work of Lyons
and Harrison establishing necessary and sufficient conditions for a Turing-like RD
model to produce stripes or spots [lyon92]; as an example of the latter we mention a

new RD mechanism that has been suggested by Kondo and Asai asaviableoptionto
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explain dynamic striping formation on the skin of a marine angelfish Pomacanthus
[kond95]. In spite of being able to predict the dynamic striping pattern, Kondos's
model still left some questions unanswered, such asthe fact that the spaces between
stripes on the fish skin are wider than the patterns the model predicts [mein95b].
Perhaps the main shortcoming related to the RD theory isthe fact that so far

experimental biologists have not found or isolated areal morphogen.

2.3.2 Mechanochemical

A second line of reasoning proposesthat many patterns, particularly structural ones,
are better explained by mechanical forces acting on cells. The basis for these me-
chanochemical models was established by Odell [odel81] and extended by many
researchers [oste83a, weli90]. The basic idea behind these models is that forces,
usually considered to be chemically induced, play a decisive role to define shape
and pattern. Typical examples include a model for mesenchymal morphogenesis
[oste83b].

Recently, a new mechanochemical model was introduced by Savic [savi95]
to explain pattern formation in animal coats. He suggests that coat patterns are an
expression of apre-pattern of polarized and unpolarized domains of epithelial cells.
The cell’s polarization processis local and regulated through along range negative
feedback mechanism dueto elastic forces. The model, however, failsto explain the
nature of the polarization forces and how the polarization processisinitiated.

Aninteresting possibility isto combine more than one approach intoasingle

model. The RD and mechanochemical approaches have been explored together to
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account for patterns where some level of interaction between two independent sys-
tems is expected to share responsibility for the pattern. Examples of these include
the arrangement of scales on lizards and the location of feather folliclesin the com-

mon coot [shaw90].

2.3.3 Cellular Automata

A few modelsfor mammalian pattern formation have been proposed using the com-
putational mechanism called cellular automata (CA) [toff87]. A CA patternis ex-
pressed as acollection of cells' arranged in aparticular configuration. Aninitial set
of cellsisdefinedwithaninitial state. Thetransitionfromone stateto another isgov-
erned by transition rules which take into account the current cell state and the state
of its neighbors. A good review article on CA and applications to generic pattern
formation problems was written by Wolfram [wolf84]. Young [youn84] introduced
a CA version of a Reaction-Diffusion system where the intercellular interaction is
more localized than in Turing’s original model [turi52]. Cocho [coch87a, coch87b]
presented a pattern formation framework where the multiplication of cells is mod-
eled assuming an initial small number of “clonal” cells; these advance in time to
amore complex arrangement according to the automaton rules. A clonal cell isa
single cell which generates a visible element in the final pattern, such asaspot ina
spotted pattern or apatch in the giraffe pattern. Theideaof clona cellsisexplained

further in the context of our work in Section 3.2.

In the context of cellular automata the name cells is not necessarily associated with a biol ogical
cell.
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2.4 Pattern Formation Modelsin Computer
Graphics

Computer graphics is a powerful visualization tool for biological research. Data
generated by a particular biological model can be visualized using computer graph-
ics techniques, the images thus generated are a powerful argument either against or
infavour of the model’svalidity [prus93]. Onthe other hand, computer graphics can
benefit from biological modelsif we consider their potential to deliver morerealis-
tic smulations. Thisfact has been a strong motivation behind the increasing use of
biol ogy-inspired models within the computer graphics community.

In the context of visual pattern formation, only recently has computer graph-
ics started using biological models as the underlying model swhich drive procedural
textures. The work so far has concentrated on using RD as the underlying model.
The next sections review and summarize these approaches. Within the context of
mammalian coat patternswereview herethe approaches by Turk [turk91], and Witkin
and Kass [witk91]; within the context of seashell pigmentation we review the work
by Fowler, Meinhardt and Prusinkiewicz [fowl92]. We finish this section with ade-

scription of cellular cell systems by Fracchiaand others [frac90].

24.1 Turk

The basic Reaction-Diffusion systems studied in biology can generate a set of inter-
esting but visually-limited patterns (s mple stripes, ssmple spots, etc.). The genera

tion of more complex patterns (e.g., rosette) isnot usually addressed in the Reaction-
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Diffusion literature. A possible explanation for the more complex patterns was put
forward by Bard [bard81]. He suggested that a more complex pattern could be gen-
erated by acascade process, inwhich an RD system issimulated having asastarting
point the result of another RD simulation. Despite Bard's suggestion there has been
no further biological research to explain exactly how two RD systemswould interact
to simulate a cascade process.

Turk [turk91] used this suggestion asthe starting point for s mulating cascade
processes. One example might help visualize the idea. The pattern of typical large
and small spots found on cheetahs can be achieved by a cascade process which gen-
eratesfirst the big spots; then, keeping thisresult, the system issimulated again with
new valuesfor the parametersin such away asto synthesize smaller spots. Turk sug-
gests that the image achieved by this cascade processis more natural than theimage
we would have if the images of two simulations would be superimposed.

Variations on the way that the two or more RD processes interact can lead
to many different patterns. The smulation of two different Reaction-Diffusion sys-
tems (e.g., spot formation and stripe formation) together into one, for example, can
generate aweb-like pattern ssimilar to the reticulated pattern found on giraffes.

Turk aso introduced the idea of simulating the RD process on the surface of
the object being textured, an important contribution which addresses many of the
texture mapping related problems. The two-dimensional result patterns presented,

in some cases, agood visual similarity with real patterns.
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2.4.2 Witkin and Kass

The main contribution of Witkin and Kass's work [witk91] was to extend the basic
idea of RD by incorporating anisotropy into an RD system, a suggestion made 10
yearsearlier by Bard [bard81]. The anisotropy refersto the possibility of smulation
of theRD systemin arbitrary directionswith different diffusionratesfor thex and y
directions. Inaclassic RD model, the same diffusion rateisused for both directions.

The anisotropy information—diffusion rates and orientations—for each point
in the domain of the simulation is defined via a diffusion map. The possibility of
anisotropic RD patterns, indirectly specified through diffusion maps, has certainly
extended the range of possible RD patterns. It should be noted, however, that dif-
fusion maps have to be defined by the user, thus increasing the complexity of gen-
erating the patterns. Actualy, the definition of adiffusion map isalready in asense
a definition of the pattern itself and consequently diffusion maps are just transfer-
ring the problem to the user. Their giraffe pattern, for instance, was computed hav-
ing as initial condition adiamond-like grid, already similar to a giraffe pattern. An
integrated solution would avoid the need for much user interaction and would use
geometric information about the model being textured as the basis for defining the
diffusion map.

Another contribution of their work wasthe possibility of generating custom-
ized RD textures, that is, an RD texturethat |ooks distorted when mapped on aplane
but non-distorted when mapped on the final object. To compute this distorted RD
texture their approach used the surface Jacobian information to drive the RD pro-

cess. However, it should be noted that a purely geometric correction does not nec-
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essarily guarantees avalid biological pattern.

2.4.3 Fowler, Meinhardt and Prusinkiewicz

Thework by Fowler, Meinhardt and Prusinkiewicz [fowl92] addressed the model ling
and pigmentation of seashells. The patterns are derived considering the chemical
reaction of a morphogen with the substrate, that is, the growing edge of a shell.
The patterns we see are arecord through time of a one-dimensional RD system de-
veloping as the shell grows. Their main contribution was the integrated approach
where the texture generation process is driven by the underlying geometric model
of the seashells. This has set a dynamic aspect — the “growing” of atexture —to
the Reaction-Diffusion patterns explored before in computer graphics. From a pat-
tern formation perspective their work did not add any new featuresto basic RD sys-
tems presented before in the biology literature by Meinhardt [mein87a, mein87b].
A good overview of the Meinhardt’s work on seashell pigmentation is given on a

recent book [mein95a].

2.4.4 Three Dimensonal Reaction-Diffusion

A trivial extension of smulating a Reaction-Diffusion in three dimensionswas pre-
sented by Chambers and Rockwood [cham95]. In 3D the cells are organized into a
regular cubic grid and the nearest six neighbors are used in the computation of the
Laplacian. This 3D information is then rendered using standard 3D data visualiza-
tion techniques such as marching cubes [lore87] and the solid space thus created can

be used as 3D textures. The authors aso proposed the creation of a 3D mesh using
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the concentrations of a2D simulation as a height-field and fitting a Hermite surface
through the points. This enablesthe visualization of a2D smulation asa 3D surface

and some results resembl e wind-formed sand dunes.

245 Cel Systems

Fracchia, Prusinkiewicz and Boer introduced a formal mechanism to simulate cel-
lular systems in two and three dimensions [frac90]. The basic entity in the system
isacell represented as aregion. The set of all cellsis represented as amap. The
synthesis of agiven pattern is controlled through a map-rewriting system with spe-
cific rules acting on the cells, controlling their division and other properties. They
were able to successfully ssmulate some biological phenomena such as the devel op-
ment of Microsorium linguaeforme in 2D and Patella vulgata in 3D. These origi-
nal ideas were extended into context-sensitive cell systems [frac95] and generalized
context-sensitive cell systems [lant95], allowing for simulation of more general bio-
logical processes. In spite of itspower for smulating biological processes, themain
drawback of these formal systemsis the definition of the rewriting system, usually

complex for modelling more sophisticated phenomena

2.4.6 Discussion

Thebasi ¢ problem when computing natural texturesusing the above mentioned tech-
niquesisthat the parameter space is large and therefore achieving a desired pattern
isnon-trivial. There is no single comprehensive model that can handle all desired

patterns but instead there are different RD systems which produce the different pat-
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terns. Besides, many interesting patterns are only possible through the use of fac-
torsexternal totheoriginal models(e.g., diffusion maps) thusincreasingthemodel’s
complexity. Nevertheless, the work reviewed here has introduced tools to generate
interesting patternswhich in some cases closely resemble natural ones. Thework on
seashells pigmentation, for example, leaves almost no question that RD is a strong
candidate to explain the pigmentation patterns. This possibility ismainly confirmed
by the remarkable visual similarity between real seashells and the synthetic ones.
On the other hand, the approaches by Turk and Witkin & Kass are not as convinc-
ing since their work lacked the same visual quality, suggesting that perhaps other

mechanisms are better candidates to explain coat patterns.

2.5 A CaseStudy: Pattern Formation for the Giraffe

It seems reasonabl e to suppose that the coat pattern of mammalsislaid down much
before the hairs exist. Thisis mainly supported empirically. Dagg [dagg76] men-
tionsthat “the coloring of thegiraffeis of courseafunction of the hairsthat cover the
skin”. The question is exactly when is the pattern established. Bard had to estimate
this time for zebras [bard77]. He presents an hypothesis to explain the increasing
number of stripes on different zebra species. He suggests that, for the three zebra
species, a single mechanism could be responsible for laying down stripes spaced
around 0.4mm from each other. The difference between species in the final num-
ber of stripes can be explained by a different timing for the striping process to take
place. For a zebra with fewer stripes the process happens earlier in embryonic life

(less space for stripes) and on the other hand, for species with more stripes, the pro-
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cess happens later, but the stripes are dways at 0.4mm apart. This was an insight-
ful observation, establishing aplausible explanation for different patterns dependent
upon theinteraction between the pattern formation process and the embryo changing
shape.

Bard had access to horse embryos at various ages, which were assumed to be
similar to zebra embryos. Starting with the assumption that the striping mechanism
wasthe samefor all three different zebra species and knowing the number of stripes
for each species, he was able to pinpoint the exact time in embryonic life that the
pattern formation process should take place in order for a given species to display
agiven number of stripes. This window of timein embryonic life is between three
and five weeks, depending on which speciesis considered (for agestation period of
12 months).

Bard'sconclusionshavetwo direct implicationsto our model presentedinthe
next chapter. First, the patterning mechanism seemsto affect not the distribution of
pigment cells but rather their differentiation. By analogy with chick and amphibian
development, the neural crest cells, which originate the pigment forming cells, have
finished their migration from the neural crest to reach all other body parts before
five weeks of embryoniclife, earlier than Bard's proposed timing for pattern forma-
tion. Second, and moreimportantly, by the timethe pattern formation process takes
place the embryo has aready a recognizable shape, and this shape does affect the
patterning seemin an adult animal. In Bard’swords“this period is between tail-bud
extension and growth after the main anatomical features have been formed.”

How are these results related with the giraffe? We want to estimate a plau-
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sible date for the start of pattern formation for giraffes. The earliest register for a
“vigble" giraffe pattern is 100 days from conception. This estimate was made by
Ackermann [acke1b] and cited by Murray [murr81b]?. However, the pattern wasin-
dicated through blood vessel s and not through the hairs. Thisgivesusan upper limit.
Assuming that the pattern formation process only starts after the melanoblasts have
stopped traveling over the body, thisgives us around the 4th or 5th week, or between
28-35 daysastheearliest possible date for the pattern formation processto start. For
zebras the average timefor pattern to happen is around 28 days or 7.8% of thetotal
gestation time of 12 monthsaccordingto Bard [bard77]. If we usethe samefigurefor
the giraffewe would get 457 x 0.078 ~ 36 days, sSincethetotal gestation time of the
giraffeis 457 daysaccording to asurvey by Skinner and Hall-Martin [skin75] based
on 48 reports of giraffe pregnancies. Thisfigureisin agreement with the upper and
lower bounds established above. Therefore we propose the 36th day of gestation
time as the time for the onset of the pattern formation processin giraffes.

A useful fact isthat during the whol e pattern formation process one can safely
assume alinear growth (that isthelength of some part of the body isalinear function
of time). Figure 2.4 shows the plot obtained for the length of the giraffe fetusfrom
measurements presented by Owen [owen49] and by Beddard [bedd06] reproduced
in Table 2.1.

2| did not have access to Ackerman’s thesis.
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Figure 2.4: Fetal length for giraffes

| sex | daysold | length (cm) |

? 35-45 6.5
male 90 28
femde 120 60

femde 240 104

male 444 208

Table 2.1: Fetal Length for Giraffes

2.6 Summary

This chapter presented an overview of main pattern formation modelsin the context
of mammalian coat pattern formation. We also explained the biological basisof hair
formation and reviewed previouswork in computer graphics using biology inspired
models to produce animal coat patterns. As a case study we showed how we can

indirectly infer the time for the onset of pattern formation process for the giraffe.
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Chapter 3

The Clonal M osaic M oddl

K. Richard: Lions make leopards tame.

Norfolk: Yea, but not change his spots.

Shakespeare: Richard 11, 1, 1.

This chapter introduces a new pattern formation model that addresses the
generation of visual patterns; specifically, how coat patterns found in many species
of mammals areformed. The class of animalsto which themodel isapplied iscom-
posed by the patterned animalsin the Felidae family and the giraffe. These patterns
range from the spots of the giraffe to the stripes on atiger and the rosettes on aleop-
ard. From abiological perspective, the model has a strong appeal in light of recent
experimental evidence on pigment cellsand other pigment-related mechanisms. The
attractiveness of the model for computer graphicsisthat it can generate alarge num-
ber of animal patternswith arelatively small number of parameters, and this can be

done on surfaces of arbitrary shape, as we will show in Chapter 6.
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First we present an overview and motivationfor anew patternformation model
followed by a detailed description of the biological basis of the model. We then de-

scribe the implementation of the model and conclude by presenting some results.

3.1 Overview and Motivation

The Clona Mosaic theory for mammalian coat pattern formation [reim95, reim96]
proposesthat thetypical yellow-black stripped and spotted patternsoccurring in sev-
eral species of mammals, reflect a spatial arrangement — a mosaic — of epithe-
lial cellswhich derive from a single progenitor, i.e., they are clones. Hence we use
the name Clonal Mosaic (CM). Different hair colors result from different types of
underlying cells. Different spatial arrangements of cells are produced basically by
controlling splitting rates of cells and adhesion between them. The model takesinto
account biological experimental data such as the the migration of and interactions
among cells [goel78] [roge78], particularly epithelial cells[gord78].

The main strengths of the CM model over previous animal coat models are
its conceptual simplicity and power for generating al desired patterns without ex-
tra external controlling factors. The model is aso appealing for procedural texture
synthesisin computer graphics (see Section 1.2.1) since it can provide alarge num-
ber of 2D patternswith arelatively small number of parameters. These patterns can
be used inside a traditional texture mapping framework. A final strong appeal of
the CM model over other mammalian coat modelsisits reasonably straightforward
extension for simulation over arbitrary surfaces. Thus, it is possible to generate pat-

terns directly on the object’s surface, without the mapping step. In an integrated
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framework using the CM model as the texture generator, the geometry of the object
can then play an important role in the patterns generated, increasing the realism of

animals synthesized this way.

3.2 TheClonal Mosaic M odel

The basic idea of the Clona Mosaic model® isthat groups of contiguous cellsin an
organ (here the skin) are clones, that is, descendents of common ancestors [mint74].
Clona Mosaicism has been demonstrated for most organs of the body. In theliver,
for instance, the cells are not uniformin their expression of any of the catabolic en-
zymes. Neither however isthe distribution of these enzyme activitiesrandom. Cells
with similar patterns of enzyme activity form contiguous groups, these groups share
arecent common progenitor — that is, they are clones. Applying thisideato fur for-
mation we can suppose that cells in differently colored areas derive from different
progenitors.

There are about 50 genes so far known to affect pigmentation [jack91] but
only asmall number of these affect patterning. The gene which affectsthetransition
between black and yellow is called agouti gene, after the South American animal
in which the characteristic yellow bands on the hairs werefirst noticed. The agouti
geneactsby producing aprotein which interfereswith the binding of the Melanocyte
Stimulating Hormone (M SH) to its receptor on the pigment cell. Thisisathreshold
phenomenon, that is, the agouti protein must be present at sufficiently high levelsto

interfere with the binding of MSH to its receptor.

1The relevant facts about fur formation and pigmentation were presented before in Section 2.2.
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The working hypothesis is that, during embryonic development, cellsin the
epidermis determine what level of agouti protein will be expressed in their progeny
and transfered to the fur. Thisworking hypothesisleads naturally to theideathat the
shape of a pattern element will be the shape of aclone; the shape of a clone will be
determined by the deformation induced by non-uniform stresses on the cells during
development [gord78]. The stresses on the epidermis induced by the expansion of
theembryo arelocally uniform, so that the explanation of non-uniform stresses must
liein non-uniformlocal expansion of the cell sheet, such as might be caused by non-
uniform mitotic rates. In order to generate different patterns, we propose that the
rates of cell division differ.

If some cellsare dividing faster than others, then we might expect some evi-
dence of thisin the adult animal. Infact, in cats, the darker areas of skin are thicker
and havedenser hair than thelighter areas. Also, thepatternsfor different speciesare
obtained by different rates of cell parameterssuch asdivision and motility. These pa
rameters are known to change through devel opment, and within one animal, specif-
ically from front to tail and also from dorsum to ventrum. Thus we should observe
agradient of patterns on any individual animal, reflecting the different conditions
prevailing at the time of maturation of the epidermis. In fact thisisthe case.

The model can also explain the more complex patterns. We believe that an
intermediate expression of the agouti protein will account for the dark buff areas
inside the rosettes of jaguars and leopards, aswell astheinterior of the body stripes

of ocelots.
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3.3 Thelmplementation

Whether the Clonal Mosaic hypothesisis correct isobviously abiological question.
Our goal isto determinethe characteristics of CM as apattern generator, and to turn
the model into a practical system to generate animal patterns for computer graphics
purposes. If we can, ontheway, contributeto the validation of CM fromabiological
point of view, so much the better.

Thegoal of theimplementation at this stage isto produce a pattern expressed
as a 2D image in aregular domain — a square with toroidal boundary conditions.
The patterns produced by agiven simulation can then be analyzed and used to evalu-
atethemodel in afeedback loop. Adjustmentscan be maderegarding the parameters
and/or specific strategies of implementation.

The current implementation provides a computational testbed and it is one
possible algorithmic trandation of the theoretical abstract model presented earlier.
Our results from the implementation show that it is possible to obtain realistic |ook-
ing patterns from various combinations of two parameters — mitotic rates and dif-

ferential adhesion.

3.3.1 Cellsand Groupsof Cells

The number of biological cells necessary to represent a given pattern can be very

large?. 1t would be computationally prohibitive to implement amodel which would

2A rough estimate given by Bard [bard77] isthat one cell’sdiameter at the time the pattern for-
mation process happens for zebrasis2 x 10~3cm. Considering that the estimated total surface area
of a giraffe embryo at the time the pattern formation process happens is approximately 40cm?, the
total number of cells covering the embryo (assuming also just one level deep) would be roughly 107.



represent each real biological cell. Therefore we defined a representation scheme
where each cell in our implementation is actually a representation for a group of

biological cells (Figure 3.1).

o O
C%QO S
o — 8 Cbo —
onebiology cell  group of biological cells one system cell

Figure 3.1: Representation of cellsin the system

The assumption is that one cell in our system represents the behaviour of a
group of biological cells. Theissue isthen to show that thisassumption isplausible
in both biological and mechanical terms. The only important biological trait that
we haveto assess ismitotic rates. Can asingle system cell dividing represent many
individua biological cellsdividing? If the mitotic rates are context-insensitive then
after many subdivisions, on average, we will have the same ratio of system cellsto
biological cells, that is, the assumption holds.

In terms of mechanical behaviour, if many individual cells are all subject to
the sameforcethen we can replace the set of cellsby onesinglecell subjecttoaforce
which can beinterpreted of asaresultant force. Thistradesoff modelling of individ-
ual behaviour for computational efficiency. We might be missing phenonema with
scales smaller than the size of a system cell, but we think the tradeoff is necessary.

Throughout this description we will use the term cellsto refer to a system cell.
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3.3.2 General Description

The potential number of types of cells in the system is species dependent, but in
practice quite limited. In this description we restricted the system to 3 types of cells
sincewe can expressal desired patternswith only 3 types. We call them foreground
(F), background (B), and intermediate (M). The synthesis of a given pattern isdone
through two main procedures: initialization and simulation.

Theinitialization is responsible for distributing in the domain the initial set
of cells and assigning atype to each one of them. Usually the domain isfilled with
many background cellsand afew of other types. Thetypescan berandomly or man-
ually assigned by the user. The random assignment can be done all at once initially
or progressively by the probability of B cellsmutatinginto F or M cells. 1naspotted
pattern, for example, theforeground cellswould correspond to the spots. Theimple-
mentation assumes that the only forcesacting on the cellsresult from cellsmaintain-
ing their sizes under adhesion control [roge78]. The mobility of cellsisaresponse
to these forces. Cell size is maintained by introducing a repulsive force between
cells that depends on the distance between them and on pre-defined adhesion val-
ues. Equilibrium isreached by arelaxation scheme. The idea of using repulsion on
asurfaceto achieve auniform spatial distribution of the points has been used before
in biology [tane80] and computer graphics [turk91, witk94].

Cells are modeled as points for computing purposes. Points are usually the
first choiceto represent abiological structureasacell [gord83]. Although pointsare
asmpleprimitive, they have proved adequate enough for our purposes. Toturncells

into a tessellation of the surface, we compute their Voronoi polygons. The Voronoi
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polygon of a point in a given domain is the region of the domain that contains all
the points closer to that particular point than any other [prep85]. The collection of
all Voronoi polygons for the set of pointsis a Voronoi diagram. The adequacy of
Voronoi polygons to represent epithelial cells was studied by Honda [hond78]. Ac-
cordingto him, “...Voronoi polygonswere shown to describe some cellular patterns
(cultured monolayer cells, epithelial cellsintissue, etc.) withrelatively small devia-
tion values.” Voronoi polygons were also used in amodel for cell sorting presented

by Sulsky [suls84].

3.3.3 Initialization

A given user-specified number of cellsisrandomly placed on a 2D sguare domain.
Typical initial numbers are between 500 and 1000. Theinitial position of these cells
is given by arandom uniform distribution function presented in Numerical Recipes
in C [pres92] (Figure 3.4(a)). Each cell is created with a given type that is related,
inthetheoretical model, to the level of expression of the agouti gene responsiblefor
color.

Thetype of acell definesits behaviour in the system; cell type can be speci-
fied by the user or randomly assigned by the system. The information attached to a
given typeis: color, division rate, probability for the cell to be of a particular type
(only used when typeis being determined by the system), probability for the cell to
switch to another type (defined for every pair of types), and adhesion (also defined
for every pair of types). A summary of these attributesisgivenin Table3.1. Thecur-

rent implementation of the probability functionsis context-independent, that is, not
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Attribute Meaning Type

Color RGB 3floats [0-1]
Division Rate Mean time between divisions
Controlsthe absolute and relative | float
numbers of cells of agiven type

Initial Probability Probability to be of thistype float (0-1)
Mutation Probability | Probability to switch to other type | float (0-1)
Adhesion Drag between types
Controlsthe tendency of cells float (0-1)
to stay together

Table 3.1; Attributes of acdll

dependent upon the state of the neighbors. The use of more complex and context-
dependent probability functionsis discussed in Section 3.3.8.

The cells undergo a relaxation process in order to achieve aregular and sta-
ble spatial configuration (Figure 3.4(b)). In order to achieve this configuration, each
cell movesasfar away from all itsneighbours as possible. Only cellswithin agiven
repulsive radius are considered neighbors. The repulsive radius is determined pro-
portionally to the average “ideal” areafor each cell. For agiven area A and m cells,
therepulsiveradiusr isgivenasr = w,\/A/im, where w, isauser defined scaling
value. An adhesion parameter o controlsthe strength by which cellswill repel each
other in the relaxation scheme. This strength is proportional to (1 — o) and oo = 1
means no repulsion at all. With this parameter we can, for example, force any two
types of cellsto remain loosely or strongly connected. The force of repulsion mod-
elsthe growth of the cell and itstendency to occupy agiven areaat “ maturity”. The
roleof the adhesion factor isto expressthefact that the ease of relative displacement

of cellsisaproperty of the pair of cellsin contact. Theindividual displacements D«
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and Dy are computed proportionally to this repulsive scalar force and to the adhe-
sion factor, as summarized in the pseudocode of Figure 3.2.

Figure 3.3 shows an example where we want to compute the new position
of cell C which has 3 neighbors. P, and P,, which are of a different type than C,
(expressed in the figure by the hollow circles) and P, which is of the same type as
C.

Theinitialization procedurestops once astabl e configurationisachieved (that
is, the maximum and minimum forces arerelatively small). The system proceedsto
the simulation phase, described in the next section. The exact timing for stopping
theinitialization step isnot critical since the cells continue to relax in the smulation
step. Figure 3.4(a) shows the created cells before relaxation; in (b) the cells under-
went the initial relaxation; in (c) the foreground cells were manually selected, and

in (d) the foreground cells were randomly selected by the system.

3.3.4 Simulation

The smulation phase controls the evolution over time of theinitia distribution of
cellsinto thefinal pattern. We model the simulation through an event priority queue
implemented as a heap [corm90]. The two possible events are relaxation and divi-
sion. Typically, the queuewill have many evenly spaced relaxation events and some
sparse division events. The rate of relaxation eventsis user controllable. For each
time step, we have p relaxation eventsin the queue. The relationship between p and
the division rate models the relationship between cell subdivision and cell motion.

A largevaluefor p allowstime for the relaxation forcesto balance over the domain,
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We want to conpute, for a given cell C at position (z¢,yc),
the new position (zf,y.)

1. For each neighbouring cell P; at position (z;,y)

(a) Compute dr;, dy;, and d;

de; = zc —x; dyi =yc —yi di = \/dx} +dy}

(b) Conpute f;
fizl.o—%
,

(c) Conpute displacenments Dz; and Dy;
dl‘i

Dl‘i = d fz (1 — aP,C) T
dy;
Dy, = d‘? fi (1—apc)r

2. Compute new position for cell C according to

Te :xc—i—Zwa Ox+ (1 —wy) wqg Da;
i=1

Yo =ye+ Y _wa Oy+ (1 —wa) wa Dyi
i=1

wher e

e ris the repulsive radius and f; is a scal ar which
controls the strength of repulsion. W use a function
for f; such that f; =1 when the distance between cells d;
is 0 and f; -0 when d; —r

e w, controls the strength of anisotropy and Oz and
Oy are the individual conmponents of the displacenent
vector projected in the anisotropic direction (see
Section 3.3.5)

e wy; iS a weighting factor for the displacenents

e n is the nunber of neighbors which fall inside the area
defined by the repul sive radi us

e Dz; and Dy; are the individual displacenment due to the
nei ghboring cells P

e ap,c are user-defined adhesi on values, specific for the
kind of cells involved.

Figure 3.2: Pseudocode for computing the new position of a cell
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Figure 3.3: Computing the repulsive force

() Randomini- (b) After relax- (c) Foreground (d) Foreground
tia distribution ation cells selected cells randomly
of cells by “hand” selected by the

system

Figure 3.4: Initiaization (1000 cells)
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that is, the cells are closer to equilibrium.

Duringadivisionevent onecell splitsintotwo, i.e., they undergomitosis. We
can think of these as parent and child cells. The child cell can be of adifferent type
thanitsparent, based on aprobability matrix given by theuser. Thechild cell inherits
all the attributes corresponding to itstype. The position of the new cell isuniformly
randomwithinacircleof diameter arbitrarily chosen to be 1% of therepulsiveradius
centered at the position of the parent cell.

Theexact timefor thedivision of acell isgiven by aPoisson distributionwith
average egual to the rate of division for the cell. The Poisson distribution models
small variations on the timing for mitosis, otherwise the cells would all split at the
same time. There isno a priori end to the smulation. The ssimulation procedure
keeps adding and handling events in the queue. The user can monitor the progress
at any time by stopping the smulation and checking the pattern obtained up to that
point in time. A potential problem is related with the necessary number of cellsin
order to start to “see” a pattern. Asthe number of cellsincreases the complexity of
the system also increases, demanding adj ustments to maintain the system efficiency.

These adjustments are discussed later in Section 3.3.7.

3.3.5 Anisotropy

For some patternswe want to be ableto set apreferred directionfor the cellstomove.
This can be accomplished in three ways. First, when a given cell divides, the posi-
tion of its child is not randomly uniform, but it movesin apreferred direction. This

solution can effectively produce anisotropy only if the rate of division is high with
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respect to the rate of relaxation. The second way would be using an anisotropic ad-
hesion factor, which would happen with cellsof asymmetrical shapes. Thethirdway
is the solution we adopted, which isto use an anisotropic vector A (defined asadi-
rection and a magnitude) and an anisotropic weight w,. When w, = 0 it means no
anisotropy and when w, = 1 it means full anisotropy. A vector O is computed as
the projection of the displacement vector D inthedirectionof A (formulaeinFigure

3.2).

3.3.6 Summary of Parameters

Different patterns are computed using appropriate values for the avail able parame-
ters. Thethreecritical factorsarethe splitting ratesof cells, the differential adhesion

between the different types of cells and the anisotropy information.

1. Splitting rates
We can control, for each cell type, its splitting rate, that is, how often the cell
divides. Theactua timing of asplit isgiven by aPoisson distribution [pres92]

whose mean equals the splitting rate.

2. Adhesion—«
The adhesion parameter controls the strength by which cells will repel each
other intherelaxation scheme. Thisstrengthisproportional to(1—«)and o =
1 means no repulsion at all. With this parameter we can, for example, force
groups of cells of the same type to remain loosely or strongly connected. We
have to define an adhesion value for each pair of cell types(e.g., arr, ars,...)

and « isavalue inside the closed interval [0, 1].
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3. Radius of repulsion — w,
Aswe mentioned before, we have an ideal radius of repulsion which is com-
puted according to the ideal average areafor each cell. By manipulating w,
we can enlarge or shrink thisarea. The net effect is that we are increasing
or decreasing the number of cells which have to be taken into account when

computing the relaxation forces.

4. Relaxation—p
With this parameter we can control theflow of timeallowing moreor lesstime
for the cellsto relax. For each time step we have p relaxation events on the
gueue. The relationship between p and the splitting rate models the relation-
ship between cell subdivision and cell motion. A largevaluefor p allowstime

for the relaxation forces to balance over the domain.

5. Anisotropy — A and w,
A vector A isused to introduce anisotropy. The strength of this anisotropy is
controlled by w, such that w, = 0 means no anisotropy and w, = 1 means
full anisotropy. When w, is1, then cells can only movein the direction of the

anisotropy vector.

3.3.7 Efficiency Considerations

The most computationally intensive task in the implementation of the CM model is
the relaxation scheme, since we need to find all the neighborsfor agiven cell. The

worst case cost of this procedureis O(n?) where r isthe number of cells.



To avoid this cost we implemented a dynamic rectangular grid of buckets,
over thedomain. The linear size of each bucket is the same as the repulsive radius.
This scheme guarantees that we only have to check for neighbourswithin the eight
buckets around the bucket of agiven cell plusthe bucket that containsthe cell itself.
Each of these buckets has apointer to alinked list of pointersto the cellsit contains.
Since the number of cells grows exponentially with time we need to adjust the grid
structure as the number of cells grow. Thisadjustability of the grid is necessary be-
causetheoverall domain sizeismaintained artificially constant inthe 2D domain. In
agrowing domain the bucket size would remain constant and the number of buckets
would increase as the total areaincreases.

The grid information is updated (i.e., the number of buckets increase) every
time the number of cells is 50% greater than for the previous grid. This guaran-
tees arelatively efficient computation scheme. To give arough idea of timing, the
worst case (4300 cellswith 78 simulation steps) among al computed patterns (Fig-
ure 3.6(c)) took 173 seconds to compute on an Origin 2000 SGI (a 195Mhz proces-
sor) and the average timefor all patterns presented was 84 seconds.

Figure 3.5 shows a schematic example where we have 20 cellsin adomain
with 25 buckets. The area of influence of cell C' isrepresented by the dotted circle
around it. With this scheme we guarantee that any potential neighbor of C' isacell
inside oneof the 8 bucketsaround the bucket which containscell €' (shadowed area).
Within the areadefined by the 9 bucketsonly the cellswhich are at distancer or less

from C' will affect its the new position.
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Figure 3.5: Division of the domain into agrid of 25 “buckets”

3.3.8 Discussion

Below we list and briefly comment afew features which could be explored on afu-
ture implementation of the Clonal Mosaic model. These features could increase the

range of possible patterns.

1. Decreasing splitting rates
Biologically, the mitotic rates decrease with time as the domain gets popu-
lated. The current implementation uses a constant function to model thisfea-
ture. More sophisticated functions to vary the splitting rates with time could

provide a more realistic smulation.

2. Cell death
Although cell death is a biological fact we believe that modelling its effect
would not significantly increase the range of possible patterns. If the rate of
death of cellsislow — a reasonable assumption specially at the fetal stage —

the cellswhich are splitting faster are likely to compensate for the dead ones,
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maintaining the same average number of cells.

. Force model

The current implementation models the behavior of cells such that the only
forcesacting onthem result fromacell trying to maintainitssize. A more so-
phisticated force model couldinclude, for example, different cell responsede-
pending on thekind of forcesinvolved. Slippingforces, asopposed to tangen-

tial forces, could play a more decisive role on the types of patterns achieved.

. Context-dependent probability functions

The implementation has deliberately been limited to context-free rules of be-
haviour for the cells. We wanted to explore first the range of patterns possi-
blewith this simple model (this parallelsthe evolution in power of L-systems
[prus88] for plant s mulation). Therearelegitimatereasonsto extend themodel
to context-sensitiverules: inorder to smulateany Reaction-Diffusionsystem,
context, in the form of the concentration of the morphogens, is necessary. In
real biological systemsthebehaviour of thecellsisclearly affected by context,

in the form of signaling chemicals sent across cells.

3.4 Reaults

In this section we present patterns generated with the CM model. In order to bet-

ter assess the patterns visually, both computed and real patterns are presented. The

real patternswere scanned from pictures of animals. The pattern we see on an adult

animal is actually the result of two phases of the pattern formation process, thefirst
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which took place some time during embryo development on a shape changing with
time, and the second due to the growth of the body after birth. The patternswe show
here prove that the model is capable of generating a planar 2D pattern which looks
similar to aprojection of apattern which is actually defined on the curved surface of
the animal’s body. In Chapter 6 we show the results of the model directly simulated

on the surface of the object.

3.4.1 Giraffepatterns

The main taxonomy for giraffes classifies them into one species with 9 subspecies.
The differencesin giraffe markings have been akey feature to identify subspecies,
even though this criterion has been replaced by more objective ones such as skull
measurements. Visually speaking, thetwo most distinctive patternsarefrom Giraffa
camelopardalis reticulata shown in Figure 3.6, and from G. c. tippelskirchi, shown
in Figure 3.7. Dagg [dagg76] describes the first: “...the large, smooth-edged liver-
colored spots are placed closely together with only afine network of light color di-
viding them”. Dagg describesthe second: “...the spotsare usually splintered, form-
ing all shapes of sharply differentiated leaf or stellate designs, although some ap-
proach reticulata in design and color”. We can easily go from reticulata to tippel-
skirchi patternsin our model by decreasing the adhesion between F cellsandincreas-
ing adhesion between B cells.

Figure 3.8 shows a sequence of images at different times and illustrates how
the pattern evolvesthrough time. The pattern obtained isvisually smilar to (Giraffa

camelopardalis reticul ata).
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(a) Giraffe

(b) Real

Figure 3.6: G. c. reticulata

(©
Computed

Param. | p wr | time wq mitosisF | mitosisB | o« FF | o BB | number of cells | spotarea
Value 18| 26 | 78 | 0.066 10 120 0.9 0.2 B=965 F=3385 78
(a) Giraffe Computed
Figure3.7: G. c. tippelskirchi
Param. | p wr | time wq mitosisF | mitosisB | o« FF | o BB | number of cells | spotarea
Value 18| 06 | 70 | 0.066 10 150 0.2 0.9 B=979 F=1197 55
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@ time=40 time=50 time=60 time=70
Figure 3.8: Time lapse

Param. P wr wq mitosisF | mitosisB | o« FF | o« BB | numberof cells | spotarea

Value 18 | 24 | 0.066 10 150 0.7 06 | B=979F=1197 55

3.4.2 Spotted patterns

Spotted patterns occur mainly in the cheetah and at the extremities (mainly legs,
head, and tail) of other big cats such asthe leopard and the jaguar. The cheetah usu-
ally presents two distinctive spot sizes, the jaguar and leopard present more regular
sized spots. Figure 3.9 showsareal cheetah and Figure 3.10 shows thereal and two
computed spotted patterns. In Figure 3.10(b) the initial probability of F cells was
dightly smaller thanin (c).

For the jaguar and leopard, the spots “break apart” and a third color appears
inside the spot. This type of pattern is known as arosette. We smulate this type
of pattern by allowing the foreground type of cellsto switch with a small probabil-
ity to the intermediate type. Figure 3.11 shows an example of thisresult. The extra
parameters for this pattern, not mentioned in the table below the figure are as fol-
lowing: mitossM =10, app = 0.5, agr = 0.5, apy = 0.8, ayp = 0.5, and
apv = 0.8, probability of F cell switchingto an M type of cell equal to 70%. Note
that even though the individual rosettes are quite good, they are not close enough to

each other to show thetypical Voronoi diagram pattern. This can be improved with
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Figure 3.9: Cheetah (Acinonyx Jubatus)

further adjustment of the mitosis parameters.

3.4.3 Anisotropic patterns

Sincethetiger isacloserelative of al other yellow-black type of big cats, by Oc-
cam’s razor the mechanism generating stripes in the tiger ought to be of the same
type as the mechanism generating spots or rosettes in the other big cats. There-
fore we have to consider mechanisms that allow a cellular-based system to even-
tually produce stripes. We believe that the CM model can easily provide such a
mechanism. This possibility has been discussed earlier in biological research by
Bard [bard77] who said on the problem of stripe patterning that “While nothing is
actually known about the process of pattern formationthere are several obvious pos-
sihilities: the stripes might just appear or spots might be generated on thedorsal line
and be extended by an inductive wave moving ventrally.”

There has been no further research detailing how exactly the wave process
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Figure 3.10: Spotted pattern
Param. | p | wr | time | mitosisF | mitosisB | o FF | @ BB | number of cells
Value | 18| 2 | 15 8 60 08 | 05 | B=1512F=991
Value | 18| 2 | 15 8 60 08 | 02 | B=1420F=1177
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Figure 3.11: Rosettes
Param. p | wr | time wq mitosisF | mitosisB | o« FF | « BB number of cells
Value | 18 | 2 | 60 | 0.066 12 30 0.8 05 | B=1866 F=507 M=436

mentioned by Bard would work and actually a wave mechanism isnot really neces-
sary for the CM model to produce stripes. It seems reasonable to suppose that the
growth tensions present on the embryo at the time the patternis laid down have to
play an important role on the fina patterns. In order to assess the behaviour of the
CM model with respect to anisotropic forces, we have done simulations where the
displacements are artificially modified according to an anisotropic vector. The net

effect of thisinfluenceis controlled with an anisotropic weight. Oneresult isshown

62




inFigure3.12 wherew, = 0.99 and A isadirection of 30 degreeswith amagnitude
of 1. A full smulation of these effects demands the simulation of the pattern forma-
tion process on a surface which has the same topol ogy as the embryo changing over

time.

adl

(b) Computed
Pattern

(a) Sumatran Tiger

Figure 3.12: Anisotropic patterns

Param. P wr | time | wg | mitosisF | mitosisB | o FF | o BB
Value 18 | 24 70 1 10 120 0.5 0.5

3.5 Assessing the patterns

In order to assess how close a given synthesized pattern is to areal one, we use a
qualitative and aquantitative approach. Inthe commonly used qualitative approach,
the generated patterns are visually compared with pictures of real animal patterns.
Pictures provide an initial basis for comparison and have been widely used to vali-
date much modelling of natural phenomena either in computer graphics (e.g., inthe
papersby Reed and Wyvill [reed94] and by Fowler et al [fowl92]) or in biology (e.g.,
in the papers by Meinhardt and Klinger [mein87a]). In the quantitative approach,

visually important features of area pattern are measured and used as a metric for
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validating results.

The main reason the giraffe pattern is used as an example isthat its pattern,
especially the reticulated subspecies, is an example of a simple geometric pattern,
the Voronoi diagram.® The fact that the pattern is a Voronoi diagram can be estab-
lished quantitatively. After scanning in the patterns, we drew by hand the outlines
of the spots of the pattern, and applied a geometric construction to each cell that can
determine an estimate for the center of the Voronoi cell. This construction was pro-
posed by Honda[hond78] (see Figure 3.13). At avertex vy, theedgee, = (vi_1, vi)
and ;11 = (vg,vr41) forman angle o, and a1 with the third incident edge e;.
Theinternal line [;, is constructed by rotating either e, by ax11 Or exy1 by a. For
atrue Voronoi polygon all lines meet at the site which defines the polygon. For a
non-Voronoi polygon with £ vertices we can compute a point P that minimizesthe

value of
k

>4

i=1

o =

£ =

where d; isthe distance from the point P totheline!/;. Thevaueof ¢ istaken asthe
error on the position of that point. It isthen normalized by thearea A of the polygon
and averaged across all N cellswith avalid center. Thisisthe number M we useto
measure the closeness to a Voronoi diagram

_ 100 e

M
N A;

=1
Figure 3.14 shows four patterns and the values of M, for the reticulata, the roth-

schildi subspecies, one of our generated patterns, and for a true Voronoi diagram.

3We have to distinguish between Voronoi cells mentioned earlier and used to tessdllate the 2D
domain, and the Voronoi diagram created by the overall pattern, which are unrel ated.
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Figure 3.13: Geometric construction to estimate the center for a Voronoi polygon

To give an idea of the meaning of the magnitude, a value of 2.41% is experimen-
tally obtained if we randomly displace the vertices of the cellsby 1% of the average
perimeter of aVoronoi cell inan exact Voronoi diagram. Visually, anerror of 0.896%
is presented in Figure 3.15 where we superimposed the Voronoi diagram drawn by
hand and a VVoronoi diagram computed from the estimated centers.

One can see from these numbers that the giraffe spots closely approximate
a Voronoi diagram (the distortions due to the curvature of the body do affect that
number). The CM model can easily explain why a Voronoi pattern is created. If
the adhesion between cells of the same type is high, and the adhesion between cells
of different types is relatively low, or even zero, then cells of the same type will

stick together. If the foreground (spot) cells divide faster, they will crowd out the
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0.896

Figure 3.14: Voronoi measures for giraffes

background cells and push them to lines between the spots. The process is similar

to the so-called prairie fire model to produce a Voronoi diagram.

Figure 3.15: Comparison between estimated and true Voronoi diagrams. M =
0.896

The Voronoi pattern is quite basic, and it occurs in the big cats as well, al-
though not as spectacularly asin the reticulated giraffe. For example, Figure 3.16

shows the patterns for the leopard and the jaguar, with measures obtained as de-
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scribed. Thefit of theleopard pattern we used isgood, thefit for thejaguar isless so,
but still convincing. Other quantitative measuresfor validation can be used. Were-

producein Table 3.2 statistical results about giraffepatternspresented by Dagg [dagg68].

(8) Leopard M=
0.702

(b) Jaguar M= 1.95

Figure 3.16: Voronoi measures for leopards and jaguars

Species | Spot Area (%) | Number of Sides
per Average Spot

tippel skirchi 59 12
reticulata 80 5
rothschildi 50 6

Table 3.2: Spot areas and spot shapes for giraffes (after[dagg68])

The notion of spot area captures how much of the total giraffe body’s area
is covered with “polygonal spots’. In the giraffe patterns produced with the CM
model, we can compute an equivalent ratio of the number of foreground cellsto the
total number of cellsand use thisvalueto validate them. The numbersfrom the CM
model are 55 for the tippelskirchi subspecies and 78 for the reticulata subspecies.
These numbers are close to the measured ones for the two subspecies, less than 7%
variation, a small value considering that the numbers given by Dagg are actually

for the whole animal’s body. The number of sides counted, while quite arbitrary for
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the tippelskirchi, is reliable for the reticulata, and corresponds quite closely to the
average number of sidesfor aVVoronoi polygon in aVoronoi diagram, which is near

6 [prep85].

3.6 Exploration of the Parameter Space

We concentrated our effortsin fine tuning the parameters of the CM model to pro-
ducethe patternsfor the giraffe, cheetah and leopard, since these arethemost visible
ones and aso have the same basic Voronoi-like structure. The model can, never-
theless, generate other types of patterns as well, even though we have not formally
explored the parameter space in a methodic way. One attractive possibility for this
explorationisto usethe Design Galleries approach [mark97] where the user interac-
tively refines the search for significant results based on off-line computations. The
difficulty hereliesin the definition of avisualy “good” pattern.

Just to give an example of another type of pattern not related to the previous
ones and close to some domestic cats, we include here the resultsfor the Ocel ot (Fe-
lispardalis). The extraparametersfor this pattern, not mentioned in the table below
thefigureare asfollowing: arp = 0.6, agr = 0.6, appy = 0.7, app = 0.7, prob-
ability of F cell switching to an M type of cell equal to 50%. Although there wasno
artificial anisotropy introduced in the computation, the combination of parameters

produced stripe-like structures.
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Figure 3.17: Ocelot (Felispardalis) pattern
Param. | p wr | time | mitosisF | mitosisB | mitosisM | o FF | a BB | a MM
Value | 18 | 24 | 20 8 60 4 02 | 06 0.7
Value | 18 | 24| 20 8 60 4 03 | 06 0.7

3.7 Clonal Mosaic and Reaction Diffusion

Since Reaction-Diffusion (RD) has been used in computer graphics modelling and

found to be useful for a wide range of patterns, it is necessary to have a reasoned

comparison between RD and Clonal Mosaic (CM).

To comparetherelative power of RD and CM, we will use astrategy directly
inspired from formal systems, which is to reduce RD systemsto CM systems. We
will give a constructive procedure which, given an RD system will produce a CM
system that will create the same patterns. If successful, that meansthat CM systems
are at least as powerful as RD systems. If we could show thereverse, that isto sm-
ulate any CM system with an RD system, then we would prove equivalence. On

the other hand, if we could prove that there are patterns that can be created by CM
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systems but not RD systems, we would have proven that RD is properly contained
in CM. At this stage we establish only the first step, the reduction of RD to CM.

The strategy for the reduction is to s mulate the diffusion term with the mo-
tion of the cells asrandom walk, and to simul ate the reaction term by setting the cell
division rates as an appropriate function of the concentrations. The goal isto show
that given any RD system of equations we can set up aCM system with parameters
derived from the parameters of the RD system that will produce the same patterns.

The notion of pattern is dightly different in the two classes of models. In
CM a pattern is directly expressed by the color characteristic of each type of cell.
In RD the pattern is derived from the concentration of one or more of the products
involved.

In what follows we will define as pattern a tessellation of the space (in all
our examples a 2D manifold) by regions. Each region is assigned a color from a
small discrete set. In RD systems the assignment is based on concentrations. The
concentrationsof someof themor phogens (usually the activator, but not necessarily)
aregiven athreshold, and the areaswherethe concentrationsare abovethisthreshold
are given one color, while the other areas are given ancther color.

For CM systems, at the end of the smulation a concentration for each type
of cell will be computed at each point by counting the number of each type of cells
within an area defined by afiltering kernel. The size of the filtering kernel isto be
determined according to the size of the pattern elementsthat areto bereveaed. For
example, at one extreme if the kernel area is much smaller than the size of a cell,

the color assignment turns out to beidentical to one obtained by assigning directly a
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color toeach cell. At the other extreme, if thekernel coversthewhole area, the color
will be uniform. We will see that this approach is consistent with the interpretation
of concentration we have for the cellsin simulating an RD system. In generd, the
size of the kernel should be dightly smaller than the smallest feature of the pattern

considered.

3.7.1 Definition of Concentrationsin Clonal Mosaic

The most direct way to define a unitless concentration in the Clonal Mosaic model
isto use the equivalent of mole fraction:
Ny

— A
A Nan (31)

where N, isthe number of cells of type A within some area and V,;; is the total
number of cellsinthe samearea. One advantage of thismeasureisthat itisanumber
between 0 and 1 and equal to the probability of picking an A type of cell at random
from the total (assuming all cells have equal probability to be picked).

In many expressions, in particular in the equations for RD systems, the con-
centration is expressed as the number of moles per unit volume (in 2D number of
moles per unit area). Assuming the same area A for all cells, we compute the con-
centration of A in mole/area as:

_Na_ Na_m

= == 3.2
A Na” x A A ( )

where A isthe average area of the cells (volumein 3D)%. If thereisa different area

a4 = Cyg

4strictly speaking for anumber of mole we should divide by Avogadro’snumber. Thisisrelevant
when using coefficients from chemica equations.
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A; for each type of cell ¢, then the expressioniis:

ad=Cp = — = ': ~ (33)

3.7.2 Diffuson

We will give a descriptive argument for simulating diffusion with the CM mecha-
nism. Wewill use an RD mechanism in one dimension = with diffusion only. Given
the function C'(z, ¢) that definesthe concentration of asubstance C' at position 2 and

timet, itsdiffusion is expressed by the following formula:

2
oc _ o

where D is the diffusivity of C'. Equation (3.4) says that the variation over time
on the concentration of ' is proportional to D times the second partial derivate of
C'. The second partial derivative expresses how the rate of material distribution is
changing over the space. We can analytically solve this equation if we consider an
initial distribution for C'(¢). We will assume that the initial concentration is a delta

function:

C(x,0) = 6(x) (35)

The analytic solution for this equation is [kesh88]:

C(2,t) = ————e = /DY (3.6)
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Equation (3.6) expresses exponential decay of concentration with time. At thelimit
the concentration will be everywhere equal to a stable value. The end result is that
theinitial deltafunction “smooths’ out with time.

The approach to achieve the same behaviour with the CM model is to show
that under the same initial conditions, the combined effect of cells splitting and re-
laxing can be qualitatively described by an equation with the same form as equation
3.6.

We need first to define a delta function in CM terms. According to the con-
centration definition (equation 3.2), in order to have an infinite concentration of cells
at timet = 0, we can have one cell defined over an infinitessmal area. For the split-
ting process thenumber of cellsincreases at an exponential rate. We can describethe
division behaviour as C'(t) = Nye*!, where N, istheinitial number of cellsand & is
the splitting rate. In our example above, Ny = 1 and k& can be any positive number.

For the relaxation process, if the repulsive forces involved during the relax-
ation are strong enough, the cells will undergo a process known as random walk.
The behaviour of many individual cells that undergo random walk with respect to
the distancethey travel is expressed mathematically by an equation of the sameform
as it = DQ;TQ. Actually, the diffusion equation itself can be derived from the ran-
dom walk behaviour of many particles [kesh88], in our case the cells.

In summary, asingle cell initiates the process by splitting at an exponential
rate. Thetotal number of cellsat any given timeissubject to strong repulsiveforces
which cause them to move randomly. The overall result is equivalent to adiffusion

Process.
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Onelast point about theinitial concentrationfunctionis: wouldtheresult still
be valid if we had a different initial concentration function? The answer isthat the
result is still valid since we can express any arbitrary function as a weighted sum of
deltafunctions [four95].

Figure 3.18 shows a sequence of simulations exemplifying the diffusion pro-
cess usingthe CM model. Notethat O. Hammer [hamm98] hasmadeasimilar clam

about the equivalence between signalling and diffusion.

(& Initial con-

figuration (b) Time=50 (c) Time=60 (d) Time=70

Figure 3.18: Diffusion processin Clonal Mosaic

3.7.3 Introducing Concentrationsinto the CM Model

A straightforward way to introduce concentrations into the CM model is to create
context-sensitive rules, wherethe context istied to the concentrations of the various
types of cellsin agiven neighbourhood.

To obtain a given rate of appearancer, = jj—‘; for cells of type A, we need a
subdividing rate for A equalsto s, = NLA% (the term - is to make the subdivi-

sion rate arelative one). Since ultimately the new cells increase the total area, one
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should take that into account when computing r 4 and therefore:

A

TA —_-

B d_a d (NA) ANy A —dAN,
dt dt N

- dt A2
but since A = Nx%f we have:

. dNAJ}A —dNAJ}QA . dNAJ}A(l —J}A) . SAJ}A(l —J}A)
a dtN 4 A A

T =~
4 AN A A

and the subdivision rate to achieve a given concentration is:

A

A

J}A(l —J}A)

(3.7)

SA =T4A

where s 4 inthe CM model is the probability of subdivision for acell per unit time

interval.

da
e’

Toproduceagivenvauer, = <, we can defineruleswherethe rate of sub-
divisonof thecellsisafunction of the surrounding concentrations. If » 4 iSnegative,
we will have to introduce rules that “kill” cells at the appropriate rate. Asasimple
examplewe could count in agiven neighbourhood around the cell for which therule
applies the number of cells of type A, which givesthe concentration «, the number
of cellstype B, which givesb, etc. The rulesthen would be of the type: if A has5
neighbours of type A and 3 neighbours of type B then s 4 is computed according to
equation 3.7 for the concentrations of A and B.

It issimpler and more effectiveto use the data structurethat we have, and use
the Voronoi neighbourhood of each cell to determine the local concentration. The
advantageisthat thisapproach givesastrictly local estimate of the concentration and
avoids decisions about the size of the neighbourhood to consider. The drawback is

that the estimate can be uncertain, especially when the number of neighboursis|ow.
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At the limit, however, the average of the estimated concentration converges to the
correct one, since al the cells will have been counted. The concentration for cells

of type A isthen computed as:

a= Z:; A% (3.8)
where the rangeisover all the cells neighbouring the cell in question (including its
own cell) and A; the area of cell ..

We now have al the steps we need to simulate an RD system with an equiv-
alent CM model.

3.8 Summary

This chapter introduced the Clonal Mosaic model for generating mammalian coat
patterns, specificaly the patterns from the Felidae family and also of the giraffe.
The model proposes that these patterns are an expression of an underlying spatial
arrangement of epithelium cells. Different types of cellsareresponsible for the dif-
ferent hair colors seen in these animals. The patterns arise asthe result of variations
in division rates, cell adhesion and anisotropy in the motion of cells.

The results confirm the potential of the CM model to deliver a collection of
patternsvisualy similar to thereal ones. For the giraffe patternswe determined that
the basic pattern is close to a simple Voronoi diagram, and the CM model can ac-
count for this easily, both conceptually and with the patterns produced. Another
measure is the total area covered by spots, and we showed that the giraffe patterns

produced by the CM model are within 7% of the real patterns with respect to this
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number. Finally, we presented an argument on how to simulate any given RD sys-

tem with an equivalent CM system.
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Chapter 4

Models for Shape

In this chapter we present background material on shape: methodsto describe shape

in general and methods to represent shape in computer graphics.

4.1 Methodsto Describe Shape

In this section we present a possible taxonomy for shape description. The termsfor
this taxonomy come from Koenderink’s book [koen90]. We adapted Koenderink’s
classification according to existing object-model ling approachesin computer graph-
ics and extended it where necessary. The classification here presented is not being
specifically used but provides a common background on possible ways for describ-
ing shapes.

The criterion used to distinguish between methods was how the shape of an
object isbeing defined and manipulated within them. These methodsare all possible

alternativesto obtain a shape description adequate for our purposes. We giveabrief
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description of each one, some examples, and at the end we explain why we consider

the morphometry method as best suited to fit our needs.

e Morphography
A shapeisdescribed by itsgraphical depiction on amedium, or in the case of
computer graphics as the rendering of the object in a computer display. The
depiction is the description. A metaphor for changing the description is that
the user is“sculpting” the object interactively. The user hasthe visual feeling
that heisactually building aphysical object. Changesin shapeareusually eas-
ily accomplished by using a set of pre-defined tools (scale, rotate, etc). Many
graphics modelling systems, such as Alias and Dragon [fors88], implement

this approach.

¢ Morphonomy
In the morphonomy method, a given shapeiscompletely described by numer-
ical datatogether with an algorithm or ruleto interpret the numbersin terms
of the object. Thisisthe underlying method in many “shape from image” ap-
proaches in computer vision and computer graphics. In these approaches the
extensive and complete numerical data comes from 3D digitizers which out-
put range data. One example is presented by Turk and Levoy [turk94] where
many rangeimages' are combined to create a polygonal mesh which matches
thetopol ogy of thedigitized object. Another exampleisby Hoppeet al. where
an object is constructed from a set of scattered range data [hopp94]. An al-

ternative example is presented by Forsey and Wong [fors98] where the range

1A rangeimageis generically an m x n grid of distances.
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information is manipulated into hierarchical B-splines, a higher level surface
description representation. Objects constructed from volumetric data [mill91]
are yet another example. Within the morphonomy category the only way to
change the shape is to change the actual physical object which is being digi-
tized.

e Procedural
Inthe procedural approach, the shapeisimplicitly described by an equation or
algorithm implemented as a procedure. Changing the shape is accomplished
by changing either coefficients in the equation describing the shape or input

parameters in the case of aprocedure.

e Morphometry
In thismethod only “noticeable” or “important” features of the shape are nu-
merically given and the whole object can be constructed from these (as op-
posed to the morphonomy method where thewhol e shapeisdescribed by data).
The meaning of important varies from discipline to discipline. In our case
of animal shapes, for example, the definition of which features are important
comes from knowledge of animal growth in fields such as zoology and biol-
ogy. Changesin the shape are automatically derived from changesin the fea-

tures.

The only approach that can fully deal with objects that change shape over
timeis morphometry; the other three arelessflexible. Thisisin part understandable
since most manufactured objects do not change shape with time. Some degree of

shape transformation in the morphographic method, for example, ishandled through
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free formdeformations (FFD) [sede86] but FFD methods lack adequate control over
the deformations because they areindirectly controlled by the user through manipu-
lationson a 3D lattice in which the object is embedded. Some approachesto reduce
the complexity of control are presented by Chang and Rockwood [chan94] and by
Hsu et al. [hsu92], but these solutions still can not handle complex shapes with in-
tricate features.

The morphometric method, on the other hand, can beviewed asaway to han-
dle shapesthat we want to change over time. Further, the shapeisan almost straight-
forward representation from the data, therefore changing the shape is accomplished
by changing the underlying data. The last advantage of the morphometric approach
over the othersisthat if we have the datafor the noticeable features as afunction of
time, we can easily make the shape change as a function of time, aswe will show in

the next chapter.

4.2 Methodsto Represent Shapein Computer
Graphics

Shape is realized through a representation or amodel. Therefore we can talk about
the primitives used to build a model that ultimately represents a given shape. For
objects embedded in three dimensional space, we can distinguish between surface-
based and volume-based primitives. Using one or the other depends on the appli-
cations for the models. For example, if the application demands that we know the

volume of the modeled objects then a representation with volume-based primitives
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is more efficient than a surface-based representation. At the level of representation,
theclass of objectsthat we areaddressing inthisthesisare conveniently described by
surface primitivesand we restrict our description to these. The three most common
representationsin computer graphicsare polygonal meshes, parametric surfacesand

implicit surfaces. We give in this section abrief description of each.

4.2.1 Polygonal Meshes

In apolygonal mesh the shape isrepresented as a collection of polygons. A polygon
is described by a closed collection of edges and each edge is shared by exactly two
polygons. Edges are straight line segments connecting two vertices. A vertex isa
point in space. A convenient polygon for some applications is a triangle since for
atwo-dimensional manifold the triangle is the smplex and therefore any polygon
can be expressed as a collection of triangles. Polygons are amost always the pre-
ferred representation for a surface when it comes to the rendering step, since many
graphics systems have fast hardware processing for polygons. The main drawback
of polygon meshes is the large number of polygons necessary to represent detailed
or intrincate geometric information. Also, the number of polygons required to ap-
proximate agiven curved surface can be arbitrarily large depending on the accuracy

needed for the approximation.

Winged-Edge Data Structures

Many applications using polygonal meshes need to support queries about the topol -

ogy of the mesh, such as visit all faces that share a given vertex. A possible data-
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structurefor polygonal meshesthat support these type of queriesisthe winged edge
[baum72]. It usesthe edge astheindexing element and maintainsa small fixed num-
ber of pointersto the other topological elements (faces/vertices) that enableto derive
the adjacency between them. Thisfixed-sizestorageisastrong advantagefor imple-
mentations. Considering only smplepolyhedra, that is, the onesthat are homeomor-
phic to a sphere and satisfy Euler’s equation?, an edge will always be the boundary
element for only 2 faces. In Chapter 6 we will describe how we used the winged-

edge data structure in our context.

Simplification of Polygonal Meshes

Recently, the simplification of polygona meshes has attracted a lot of attention in
computer graphics (e.g. the work by Garland and Heckbert [garl97] and the work
by Hoppe [hopp96]). For some classes of applicationsit is appealing to be able to
control and change arbitrarily the number of polygons representing a given object,
subject to either some user-defined bound for theintroduced error or to atarget count
for the number of polygons. For view-dependent rendering, for instance, it is use-
ful to lower the count of polygons used to represent an object when it is far from
the virtual camera[hopp97]. A useful property of these smplification algorithmsis
to maintain, in the smplified version of the model, distinctive geometrical features
present in the original version of the model. In Chaper 6 we explain how we used
these smplification techniquesin order to reduce the computational timeto runsim-

ulationsin early stages of testing.

2F — E+V = 2,where I isthe number of faces, £ isthe number of edgesand V' isthe number
of vertices.
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4.2.2 Parametric Curvesand Surfaces

A parametric surfaceisan extension of aparametric curve so we describe parametric
curvesfirst. We can visualize acurve as the path of a particlein space. A paramet-
ric representation captures this notion and expresses a given curve as a collection
of functions of one parameter (univariate). A given point on the curve is uniquely
described by the values of the functions which describe the curve, when evaluated
for a given value of the parameter. A two-dimensional, generic, parametric curve
C(t)isdefinedasC(t) = (x(t), y(t)), wherethe parameter ¢ variesin some defined
interval, usualy but not necessarily from 0 to 1, and x(¢) and y(¢) are the defining
functions. Aswe changet from 0 to 1 we describe the curve.

The power of the parametric representation liesin the definition of the func-
tions. A common choice in computer graphicsis cubic polynomials, expressed as
control pointsand basis functions, i.e., a polynomial is expressed as a collection of
piecewise basis functions weighted by the control points. Cubic polynomials have
adequate flexibility to model alargerange of shapesand are of reasonable complex-
ity.

If we now extend our functions to be bivariate, we can define a surface. A

three-dimensional generic parametric surface S(u, v) is defined as

S(u,v) = (x(u,v), y(u,v), z(u,v))

where v and v are the parameters defined in someinterval, again usually between 0
and 1. Bicubic polynomials expressed as basis functions are a common choice for
the functionsz, y, and =~ describing the surface. The more common basis are Bézier

and B-splines [fari90].



In general, a parametric representation is more advantageous than polygo-
nal meshes. A full comparison between both representations is beyond the scope
of thisthesis but the major advantage of parametric representations over polygonal
meshes is the flexibility they provide for shape manipulations, extremely important
in geometric modelling. A good survey on curve and surface methods is presented
by Bohm, Farin, and Kahmann [bohma84].

The parametric representation of acomplex shape requiresjoining individual
parametric surfaces, commonly referred to as patches. In this case, the modelling

method has to guarantee some continuity among different patches.

4.2.3 Implicit Surfaces

Implicit surfaces are surfaces represented by a solution of animplicit equation of the
genera form f(x,y, z) = 0 [fole90, blin82]. A common family of implicit surfaces
isthe quadric, where f is aquadric polynomial in z, y, and z. Spheres, elipsoids
and cylinders can all be described by quadrics. The main advantage of the implicit
representation in amodelling context is the blending property, that is, we can blend
two or moreimplicit surfacesin asmooth way, according to ablending function that
defines how to blend the functions using weights [kaci91]. The maor shortcoming
of the implicit formulation is the absence of adequate control over the shape of the
surface. Inaquadric, for instance, itisnotintuitivehow to change 10 possible values

to achieve agiven result, since the general quadric equation is of the form:

flz,y,2) = ax® + by + cz* + 2dvy + 2eyz + 2fxz + 2gx + 2hy + 25z + k=0
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4.2.4 Conversion between representations

Later in Section 5.4 we elaborate the reasons for using polygonal meshes as the cho-
sen representation for our animal models. We would like to consider here briefly
the problem of conversion between representations. Given a parametric or implicit
representation, can we generate polygonal meshes? This isacommon question in
computer graphicsaddressed by much research. A full overview of conversiontech-
niquesis outside our scope. We would like nevertheless to address the two possible

cases in our context, detailed below:

Parametric to polygonal

Parametricto polygonal conversionisimplemented in many graphicsmodelling pack-
ages. A common conversion is to approximate the patches composing the para
metric surface by its control polygons. Each control polygon is recursively subdi-
vided intotwo until alocal flatnesscriterionis satisfied. The subdivision can be per-
formed both uniformly, where all the patches are subdivided down to the samelevel,
and non-uniformly, where large flat areas are approximated by larger polygons and

highly curved areas are approximated by smaller polygons [watt92].

Implicit to polygonal

The conversion fromimplicit surfacesto polygonal meshesisknown as polygoniza-
tion, tiling, tesselation or triangulation. A good overview of the subject isgivenin
Chapter 4 of arecent book by Jules Bloomenthal and others [bloo97]. In generd,

the main problem for polygonizersis how to efficiently locate the polygon vertices
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in aconsistent way. For some implicit surfaces a polygonal approximation can be

derived from a series of surface contours.

43 Summary

This chapter presented a possible taxonomy for describing shapes in the context of
computer graphics, adapted from one presented by Koenderink [koen90]. The four
possible ways of describing a shape are mor phography, morphonomy, procedural,
and morphometry. We show that the morphometric approach describes ashapein a
convenient way for our purposes of shape transformation presented in the next chap-
ter. For practical purposes, the description of a shape must be represented by some
format. In computer graphicsthereare basically 3 methodswhich deal with surface-

based representations: polygona meshes, parametric, and implicit.
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Chapter 5

Applying Growth Information to

Polygonal M odels of Animals

An organismis so complex a thing, and growth so complex a phenomenon,
that for growth to be so uniformand constant in all the parts asto keep
the whol e shape unchanged would indeed be an unlikely and an unusual
circumstance. Rates vary, proportions change, and the whole configu-

ration alters accordingly.

D’ Arcy Thompson, On Growth and Form, 1942

This chapter presents the techniques we developed to transfer growth data
to computer models represented as polygona meshes. These techniques allow ani-
mation of the growth as well as animation of the body in the traditional sense. The
main technique consists of defining local coordinate systems around the growing

parts of the body, each one being transformed according to the relevant growth data
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while maintaining their relationship with the adjoining parts and the continuity of
the surface. Thelocal coordinatesaso permit ordinary animation mainly asrelative
rotation such asin articulated objects.

We present exampleswith polygonal modelsof horsesand cows, growth data

from same, and motion from Muybridge's classic photographic data [muyb18].

5.1 Introduction

Building a computer model of a complex shape such as the body of a horse, aduck
or ahuman is already achallenge, but allowing for the changes in shape caused by
growth of thebody and/or motioniseven moredifficult. Itisneverthelessimperative
to meet these challenges if we want to animate animal models.

This chapter presents solutions for two specific problems:

e given an animal body model as a polygonal mesh and sparse generic growth

data, how to transform the body model to simulate growth;

e given motion information, how to animate the same model and simulate var-

ious gaits, such as walking, trotting, galloping, etc.

The solution to the above problemswill also alow to customize ageneric model to a
particular race and/or individual. We also want to be able to apply both transforma-
tions (growth and animation) at the same time. We are not directly concerned either
with the acquisition of the models or with the motion modelling per se, but with the

integration of the two.
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D’ Arcy Thompson anticipated the connection between the quality and feasi-
bility of a solution for thefirst problem and the availability of data. In chapter I11 of
his classic book, “On Growth and Form” [thom61], he presents one section entitled
“Therate of growth of various partsor organs’. Inthissectionthereisatable®...to
illustrate the varying growth-ratesin different parts of the body” of a young trout.

Later on he adds:

It would not be difficult, from a picture of the little trout at any one of
these stages, to draw its approximate form at any other by the help of

the numerical data here set forth.

5.2 Differential Growth and the Available Data

Growth has many possi bl e definitions depending on which aspect of the phenomenon
we are trying to address. A reasonable general definition by Needham [need64] is
that growth “is theincrease in size and mass of the body or its parts.”

For al organismsthat grow, the changesin shape aremainly dueto the differ-
ent growth rates associated with the different parts of the growing organism. Brody
[brod64] suggests two waysto investigate relative growth: aqualitative and a semi-
quantitative approach. In the qualitative approach the differential growth rates are
empirically studied by comparing scaled photographs of the subjects at different
ages. In the semi-quantitative approach given growth measurements are plotted as
afunction of age and the different slopes compared. Correlations between partsand
the whole and also between different races of the same animal can thus be estab-

lished. Besides being used for differential growth studies, growth measurements
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play animportant roleinanimal studieswherethey areused to defineaset of average
measurements for a given race and age of some animal. The deviation in measure-
ments from the average values for agiven individua can be used as a metric to de-
tect for example nutritional problems. Standardsfor livestock and poultry weights
and dimensions are mainly established using a collection of growth measurements
collected over areasonable large population of the race in question.

For practical reasons—measuring animals on-site and over alarge time span
—much of the available datais sparse and usually restricted to one or two measure-
ments of some distinctive geometrical feature that can represent skeletal growth.
Height at withersor at the shouldersand heart girth are the most common. Not sur-
prisingly, we can find smple and empirical formulaeto estimate the weight of some
animals using only one or two “easy-to-take” measurements. For domestic animals
such as horses and cows, where a better understanding of the growth process can
improve management of livestock, we can find more detailed data. Two examples
are the set of 19 parameters measured monthly from birth to 60 months for female
and male quarter horses from Cunningham and Fowler [cunn61] and the set for dairy
cattle (Holstein and Jersey races) from Brody [brod64] with 21 parameters monthly
measured from birthto 36 monthsold. For many other non-domestic animalsthereis
considerably lessdata: often only adult measurementsfor weight, length and shoul-
der height. For some large mammals the following references are a useful starting
point: Meinertzhagen [mein38], Shortridge [shor34], Stevenson-Hamilton [stev47],
and Roberts[robe51]. In Appendix A we present a summary of measurementsfor a

few non-domestic animals, such as giraffes and leopards.
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Therearetwowaysto deal withthelack of quantitativegrowth data. Thefirst
isto use Brody’squalitative approach mentioned before, that is, derivethe necessary
measurements from a series of pictures of the animals at different ages (though not
necessarily the same animal). Anexampleof thisisgiveninFigures5.1, 5.2and 5.3
where we show the measurements for the giraffe at three different ages. embryo,
newborn, and adult, together with the computed body model at that age using the
technique explained in the remainder of this chapter. In order to use this approach,
we need to establish a scale for the measurements. In some cases we might have a
scale present with the picture. That isthe casefor Figure5.1(a), wherethe 1 em value
isgiven. When we do not have ascal e present, wederived one from known measure-
ments of real animals. In the case of the newborn giraffe, the height of 169.75¢m is
the average height value for 28 newborn giraffes presented by Dagg [dagg76]. The
shoulder height value of 335¢m for the adult giraffe was computed as an average for
six giraffes presented by Shortridge[shor34]. Table 5.1 presents asummary of these
measurements.

The second possibility is to use data from a close “relative’ of a given ani-
mal. A typical example would be to approximate the data for zebras based on the
dataavailablefor horses. Both animals have similar shapes and thereforewe should
be able to compute a good approximation for a zebrabased on the horse. With some
care similar solution could be used to approximate, for example, the datafor atiger
based on the domestic cat. Finally, in some cases we want unavail able data (for in-
stance the growth of dragons) or unrealistic data (the growth of the 50 Ft horse), and

we can invent it.
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(&) Red (b) Model

Figure5.1: Giraffe embryo

Finally, we have to consider which specific measurements we need in order
to do areasonably good visual transformation of an animal’s shape. The answer to
this question is connected to what we mean by a “visually good” transformation.
Reconstructing the evolution of a particular species in paleontology demands more
accuracy than animating the growth of adragon in an animated feature. We have not
formally investigated answers for these cases. In our simulations we have used the
measurements resulting from at least two parameters (e.g., length and diameter) for
each main body part divided as follows: head, neck, body, legs and tail. These are
the main groups of measurements used when measuring domestic animals, from a

small survey of the relevant literature [cunn61, brod64].
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Figure5.2: Newborn giraffe
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Figure5.3: Adult giraffe
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| measurement (all measurementsin cm) | embryo | newborn | adult |

A: length of head

(from the muzzle to the interspace of horns) 1.875 25.02 | 90.45
B: width of head

(measurement around muzzl€) 0.542 9.83 36.85
C: length of neck

(from withersto base of head) 3.125 58.97 | 237.85
D: width of neck

(midway between withers and base of head) 0.542 1430 | 48.58
E: length of body

(from withersto theroot of the tail) 2.92 39.31 | 144.05
F: width of body 171 3395 | 117.25
G+H+I: Total Length Front Leg 2.6 102.74 335
J. diameter of upper front leg 0.25 8.93 26.8
K: diameter of lower front leg 0.208 4.47 16.75
L+M+N: Total Length Back Leg 2.313 84.88 | 298.15
O: diameter of upper back leg 0.334 10.72 | 30.15
P: diameter of lower back leg 0.167 5.36 16.75
Q: Length of tall

(from theroot of tail to the end of the terminal tuft) | 1.417 26.80 | 167.50
R: diameter of tall 0.125 2.68 6.7

Table 5.1: Measurements for a giraffe

5.3 PreviousWork on Shape Transfor mation

Most of the work in this area in computer graphics inputs two objects and gener-
ates a set of intermediate ones such that the sequence conveysthe ideathat the first
object was transformed into the second. Basic references go as far back as Burt-
nyk [burt76] and Reeves [reev81] and these techniques are referred to as morphing,
metamorphosis, key-framing, and in-betweening. The technique we will use here
to transfer growth data to polygona models will be similar to the feature-based 2D

morphing techniques, for instance as described by Beyer and Neely [beie92]. The
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main differences are that we are operating in 3D (one recent example in 3D is by
Lerios et al. [leri95] but uses volumetric data), that we only have one object that is
to be transformed, and that we want the set of featuresto be organized in astructure
that will allow for articulated motion as well as growth. We are not aware of any
previous work where the goal is controlled transformation of a single shape'.

For a polyhedral representation the morphing problem is reduced to finding
for agiven point in the first object the corresponding point in the second one. Dif-
ferent approaches then only differ on how to achieve this correspondence. In the
approach by Hong et al. [hong88] for example, more than one face in the source ob-
ject can be mapped to the same facein the target object and faces can degenerateinto
points. The approach taken by Kent, Carlson and Parent [kent92, kent91] isto use
an intermediate object to establish the correspondence, usually asphere. Their solu-
tion first positions the objects to be transformed in the center of a canonical sphere
and their vertices are projected towards the sphere. This creates two sets of pro-
jected vertices, one set from each original object. The algorithm then maps back in
the objects the vertices which were not originally there. This creates the necessary
correspondence. Chen presented an approach that morphstwo objects by morphing
their 2D parametric descriptions [chen95]. The main drawback of the technique is
the conversion to parametric representation from a polygonal one.

There are other solutions for the shape transformation problem when the ob-
jects are represented by volumetric data. Hughes [hugh92], for example, transforms

the data into the frequency domain and the low frequencies from the source object

11t could be claimed that many modelling tasks usually have this same goal, but the emphasisis
on the process of building the final object only and not on the transformation process.
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are interpolated into the low frequencies of the target one. A solution for objects
represented by aunion of spheresis presented by Ranjan and Fournier [ranj95]. This
solution first establishes a correspondence between all the spheresin the source ob-
ject and the target, using some user defined metric, and then interpolates from one
set of spheres to another. Finally, Lerios et al. [leri95] have extended the idea of
2D featuresfrom Beier and Neely [beie92] to 3D volumetric represented objects. A
set of features defining fields of influence for the source and target objectsisdefined
and the morphing process uses these features to warp voxels from the source object

into the target one.

54 Animal Models

The most widely available form of modelsfor animals (and in general for complex
three-dimensional models) is as polygonal meshes (see Section 4.2.1 ). They come
mostly from digitization of models (plaster, plastic, clay, etc..) or morerarely of real
animals, and have been obtained either by input of hand chosen points on the surface
from 3D input devices or by 3D scanners.

Much work has been done recently on the problem of creating polygonal
meshes (and even parametric surfaces) from such data [turk94, curl96]. These mod-
els have many advantages. Since most current display architectures are dedicated
to polygon rendering, speed of rendering is the most important advantage. They
have, however, the distinct drawback of including no structural information about

the body, and are therefore difficult to use for animation and shape transformation.
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5,5 ThelLocal Coordinates

Each section of the body that has to grow under the control of its own growth pa-
rameters or that has to move independently of the rest is attached to a cylinder de-
fined by the user. Cylinders have been used because they have only two degrees of
freedom for size, and these map easily to the type of growth measurement available
formtheliterature. Itisnot excluded in further work to add other primitivessuch as
spheres [ranj96]. Another possibility for attaching a set of local coordinate systems
to the model isto use skeletons [fors91, chad89], basically alinefromwhich alocal
coordinate system can be derived. We used cylinders because they provide a bet-
ter visual feedback of where exactly istheir influence in the model. They will also
be convenient for providing away to locally control the parameters of the pattern
generation ssimulation on the 3D geometry, explained later in Chapter 6.

A cylinder ispositioned such that it encloses the part of the model that it con-
trols. At the same time its position in the modelling hierarchy is determined by the
user. Figure5.4 showsan exampleof the 18 cylindersthat weinitially defined for the
horse’sbody. Thewholestructureisadirected acyclic graph or DAG, asintheclas-
sic object modelling hierarchy (see for instance Chapter 7 in Foley et al. [fole90]).

Giventwo cylinders, A and B, B being achild of A inthehierarchy, M4, g
is the transformation matrix that takes a point of B to A coordinate system, and
My 4 1sthe matrix that takes a point of A to the world coordinate system, obvi-
oudy: My. g = Mw.4 x M4, p. The matrices of the type My . 4 are obtained
directly fromthe position, orientation, and size of thecylindersin the original model

space.
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Figure 5.4: The perfect cylindrical horse

For the purpose of growth, it is convenient to be able to express the growth
matrix of each primitive (the cylinders) in absolute terms because that isthe way the
datais collected from thereal animals. For instance the growth of aleg is measured
in absolute terms, not relative to the body to which it is attached. The information
given by the user (positioning the cylinders) and the growth information together
allowsto express, for any primitive, the transformation to convert apoint Pz inthe

primitive coordinate system to apoint Py in the world coordinate system.

Py = My _pPg

To express the matricesin a consistent way we will assume that My, for
instance, has been decomposed into a scale, atrandation and arotation, applied in

that order:
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Mw g =[TwepRwepSwen]

The scaling matrix Sy . g isin fact the growth matrix for B, which we will
note Gz. It takescoordinatesin B space (wheretheradiusand length are both units)
totheir real dimensionsintheworld. Wewill seein the next section how this matrix
is derived from the growth information. Since the growth data from the literatureis
normally given in absolute measurements, it is more convenient to keep the growth
matrices absolute as well. Thus we have to make sure that ¢, does not apply to B
or any of its descendents. On the other end the position of the B coordinate system
has to be moved according to the growth of A and its ancestors. To accomplish this

we write:

Pw = [TweaRweaGal[TacSacw RaeGB|Ps

Weknow all the matricesin thisexpression (notethat 54w = G3'), except
Ty pand R4, p. Thelatteristrivially Ra. 5 = R4 w Rw.p. Theformer can be
derived by equating My, g with the whole matrix product in the above expression

obtaining:

Tacp=[MscwTwepTacw Mw 4]

Sototransformapointin B canonical spacetoitsancestor A canonical space,

we apply:

Py =[TarpGy Rar 5GE]PB
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If Aistheroot, thematrix My, 4 takesthe pointsto world coordinates, oth-
erwise asimilar transformation is applied to P, to take it to the coordinate system

of the ancestor of A.

5.6 The Growth Process

To obtain the growth matrix for each cylinder, the user attachestwo featuresobtained
from the growth data. A cylinder has two degrees of freedom for itsdimension: L
controls the scale along the canonical X axis, and R controls the scale along the
canonical Y and Z axis. Figure 5.5 illustrates the relationship between a cylinder
and itsfeatures. Asshown in the figure, we want the position of the cylinder and of

the features to be as independent as possible. The only constraint will be given by

equation 5.1.
z
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Figure5.5: Cylinder and features.

Figure 5.6 shows thefeatures associated with the horse body. Each featureis
alength measurement between two specific pointson the body. For conveniencewe

have converted all the measurements of circumference (girth, etc) to a correspond-
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Figure 5.6: Features defined for the horse.

ing diameter (in the case of obvioudy ellipsoidal features, we can use the approx-
imation 27 R\/% where ¢ is the eccentricity and R the mgor semi-axis). The
basic assumption isthat these four points are fixed in the cylinder’s own coordinate
system, and therefore their distances uniquely determine the size of the cylinder in
world coordinatesas|ong asthe two line ssgments do not have the same proportions
in X andintheY Z plane. If L; and L, arethereal lengths of the features given by
the growth data, and (;;, v;;, z;;) are the coordinates of the feature point P,; in the

cylinder canonical coordinate system, where R = 1 and L = 1, then

L% = L2(51?12 - 51?11)2 + RQ[(ylz - y11)2 + (212 — 211)2]
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L% = L2(51?22 - 51?21)2 + RQ[(yzz - y21)2 + (222 — 221)2]

Thisisalinear system for the unknowns L? and R?; it has a unique solution

(x12—211) [(yzz —y21)* + (222 — 221)2} # [(ylz —y1)® + (212 — 211)2} (z22—221)*
(5.1
Once R (radiusof the cylinder according to the real measurements) and 1.
(Iength of the cylinder according to the real measurements) have been computed for

acylinder B, the growth matrix is:

Lg 0 0 O

0 Rg 0 0
Gp =

0 0 Rp O

0 0 0 1

It is important to stress that /; and L, are the lengths as measured on the
animal, that R and [ aretheradiusand length of the cylinder scaled totherea world
(the scale of the model used toinitially placethe cylindersisirrelevant), and that the
points used to define the features do not have to be inside the relevant cylinder, or
even near it. The only constraint is that these points have to be assumed to be in
constant positionsin the cylinder’s own coordinate system and satisfy equation 5.1.

A point in space istransformed only if it isinside at least one cylinder. The

initial size and position of the cylinder effectively defines the scope of itsinfluence.
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To guarantee continuity as the shape changes, and to achieve a degree of smooth-
ness in the resulting surface, the cylinders have to overlap, and thereforewe have to
decide how to weight the influence of the cylinders on apoint that belongsto more
thanone. Thisissimilar to 2D morphing [beie92], where different featuresaregiven
different weights depending on, among other things, the distance of the point from
the feature. For all our smulations we used a weight inversely proportional to the
distance from the point to the axis of the cylinder. For instance, given point P that
belongsto cylinders A and B we computethefinal position P’ asfollows. First, we
compute the distances d 4 and d g from P to the axis of the corresponding cylinders.
Then we compute the new positions P, and P of the point due to growth from the
individual cylinders A and B. These distances are aways between 0 and 1 sincethe
point has to be inside the cylinders. Since we want weights inversely proportional

to the distance we make:
dy=1.0—4dy dg =1.0 —dp

wa =da/(da + dp) wp = dp/(ds + dg)
and finally P’ is

P/: PAU)A—I-PBU)B

We have not investigated the effect of this on continuity of the surface. It does not
prevent folding and self-intersection, in the case of extreme rotation, but thisis not
aconcern in practice.

Finally, the growth simulation loop consists of reading, for each age and each
cylinder, the lengths of the features, computing the growth matrices and applying

them to compute the new coordinates of each vertex of the polygonal mesh.
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5.7 Animation

The hierarchical model established by the cylinders can be easily used for ordinary
motion control as well as growth. Any transformation local to the cylinder coordi-
nate system is applied before the chain of transformations described above. It has
to be such that it does not change the distances measured in the growth information,
or that we can neglect such change. Relative transformations such as a scale matrix

S or arotate matrix R can be applied as:

Py = |Ta 5G1 Rarp RS Gp| Py

The matrix S can be on either side of (G since the scalings commute. The
most useful form is a smulation of the rotation of the joints of the animal during
walking, trotting or galloping. For this purposeit might be necessary to create more
cylindersthan arerequired for the growth process. For examplefor thehorsethereis
only one measurement for the leg from the shoulder down, when one needsto rotate
at the shoulder, the elbow, the knee and thefetlock joint. Thisiseasily accomplished
sincedifferent cylinderscan be controlled by the samegrowth data. Theeffectisthat
their relative sizes will remain the same as the animal grows.

The rotation angles have to be measured from the position in which their

cylinders have been initially defined (see Figure 5.7 for an illustration).
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Original position Rotatedby B-a

Figure5.7: Rotation of cylindersvsjoints

5.8 Examples

As mentioned before, the most abundant source of growth datais for domestic ani-
mals. We will illustrate the methodswith two examples, the horse and the cow. The
horse datawastaken from Cunningham [cunn61] and quantifiesthegrowth of amale
quarter horse (Table 5.2 presents a sample of the data). For our actual exampleswe
used 9 measurements (plustwo “fake” ones for the tail) at 9 different ages (0, 3, 6,
12, 18, 24, 36, 48 and 60 months).

Sample datafor quarter horse (inches)
Age Length from Diameter of | Lengthof | Width
(months) | elbowtoground | cannonbone | hindleg | of head
0 25.0 143 18.1 5.6
12 331 219 22.8 7.8
24 35.9 2.39 23.0 8.6
36 35.1 2.39 23.2 89
438 349 242 231 9.1
60 35.8 251 233 8.8

Table 5.2: Some measurements for a quarter horse.

The cow data was taken from Brody [brod64], and quantifies the growth of
Holstein cattle (Table 5.3 presents a sample of the data). For our actual examples
we used 9 measurements at 8 different ages (0, 3, 6, 12, 18, 24, 30 and 36 months).
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Sample datafor Holstein cattle (cm)
Age Height Height | Depthof | From poll | Width of
(months) | atwithers | at croup chest tomuzzle | forehead
0 70.4 74.1 284 23.2 11.8
12 112.6 116.8 545 443 18.1
24 126.7 129.5 64.2 52.0 201
36 131.6 133.7 68.4 52.1 19.7

Table 5.3: Some measurements for Holstein cattle.

(8) Horse a 6 months. (b) Horse at 36 months.

Figure 5.8: Horse transformed at 6 and 36 months.

The polygona model was obtained from the Viewpoint database (wwv. vi ew
poi nt. con). For the purpose of illustrations we used the relatively ssmple mod-
els. The horse (model VP1346) contains 674 vertices and 863 polygons. The cow
(model VP1323) contains 2892 verticesand 4179 polygons. The computational cost
is strictly proportional to the number of vertices to be transformed.

Figure5.8 showsthe horse polygona model transformed to the proportionsat
6 and 36 months. Notethat the proportionsof the transformed horse are given by the

growth data, not by the original polygonal model. Note also that nothing abnormal
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(folding, discontinuity) happensto the surface during the transformation.

(8) Cow at 6 months. (b) Cow at 24 months.

Figure5.9: Cow transformed at 6 and 24 months.

The same method was applied to the Viewpoint cow model using the Cun-
ningham data. Figure 5.9 shows the cow’s body at 6 and 24 months.

Toillustrate the transfer of motion, we used the famous photographs of Ead-
ward Muybridge [muyb18]. Figure 5.10(a) shows a frame of atrotting horse from
Muybridgetogether with the set of lineswe used to measurethejoint angles between
articulationsin the horse’'sleg. Figure5.10(b) shows the corresponding frame of the
Viewpoint horse body trotting.

SinceMuybridge’'sphotosonly show ahalf-stride, we exchanged theleft side
and right side angles for the other half-stride of the trot. We applied the same tech-
niques to the cow. Muybridge's photos actually show an ox, but only specialists
would know the difference. Now that we have the structure of cylinders and fea-
tures in place, we can apply both the growing and the motion information to the
same model. Figure 5.11 shows two frames of an animation of the horse running

and growing at the same time.
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(@ Frame from Muybridge's trotting
horse.

(b) Frame from our trotting horse.

Figure5.10: Muybridge’'s and polygonal horse trotting.

o

(a) Horse at 6 months (b) Horse at 60 months

Figure 5.11: Horse growing and trotting.
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We can aso transfer one set of data to another body. For instance we can
smulatethe horsetrotting like acow, or, maybe moreinterestingly, the cow growing
like ahorse. In this case we would have to make sure the cylinders over the cow’s
body correspond to the cylinders defined for the horse, and that the features for the
horse have equivalent pointsfor the cow. If the two body plans were much different

it would not be so straightforward (or meaningful).

5.9 Summary

We have shown how growth information of the type commonly found in the litera-
ture can beintegrated and applied to commonly available models of animal bodies.
The presented technique buildsasystem of local coordinatesrelatedin ahierarchical
structure, defined by cylinders enclosing the relevant parts of the model and features
controlling their size. We will see that the cylinders are also essentia to providelo-
cal control during the pattern formation process. The same structure can be used to
animate the body by transferring motion data. 1n our examples the motion datawas
taken from photographicframes, but any system giving joint angles could have been

used to control the motion.
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Chapter 6

| ntegration

This chapter describes how the Clonal Mosaic model presented in Chapter 3isinte-
grated with the shape control presented in the previous chapter. Thiswill allow the
synthesis of Clonal Mosaic patterns directly on a shape-changing geometry, such as
the body of the animal growing. As mentioned previoudy in Section 2.2, there are
two distinct phases in this process: the pattern developing as the body of the fetus

grows, and the body growing with the pattern following the growth of the body.

6.1 Overall description

Figure 6.1 shows a schematic representation of the whole process of pattern forma-

tion development in connection with the body growing.
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. Simulate Pattern Animal with
Generic . .
Animal Canonical Formation on Pattern at
Model Embryo growing any desired
Embryo age
Growth Backwards Growth

Figure6.1: Pipeline of the system

6.2 Deriving Cell Splitting Ratesfrom Growth
| nfor mation

Our patterns can be viewed as many small cells multiplying to form a specific ar-
rangement —thegrowth of atissue. Shapecan beindirectly expressed through growth-
curvesand thefinal shape of agiven natural object isaresult of cellsdividing at dif-
ferent rates. It isreasonable thereforeto use growth as an integration factor driving
the patternsand the changesin shape. In practice we need to be ableto compute how
fast theinitial set of cells should split in order to keep up with the increase in area
of the object.

For the following description we will assume, without loss of generality, that
we only have 3typesof cellscaled F, B, and M as presented in Chapter 3. Thetotal
number of cellsis NV, = >- N, where: = F, B, M. Attime¢ = 0 we have the

individual areafor asingle cell as



where A, istheinitial area of the model, usually the area of the model for the time
when we estimate that the pattern formation process starts, and Vy istheinitial num-
ber of cells. Thegoal isto keep the areaof asingle cell constant asthe model grows.
We a so haveto establish therelative rates of splitting between the different types of
cells. Wewill call these gy, g5, grr- Sincethey arerelativeweknow that 5~ ¢; = 1.

The net increase in the number of cellsis proportiona to the increase in the
area of the model, that is

Ay =24

a

A factor k iscomputed to express the net increase in the number of cells among the

different types.
AN

Y Nig

and the net increase in the number of cells for each typeis:

k

AN; =k N, g;

The instantaneous rate of splitting s is given by:

AN,
 N.At

Si

and the rate r at which we need the cellsto split is the reciprocal of s

AN,
" AN,

T

A numerical example should help clarify these equations. Let us assume a
polygon with an increase in areaof AA = 0.05cm? and arbitrarily ¢ = 0.004em?.

Also let us assumethat thewe only have two types of cells, F and B, with F splitting
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3times asfast as B and that their current number is N = 10 and Ng = 40. The

relativerates of splitting are g = 0.75 and g5 = 0.25. We have then

AA 005
o 0.004
B AN B 12.5
 Npgr+Npgs 10 x0.75 +40 x 0.25

AN = 12.5

k ~ (.714

ANp =k Ng g = 0.714 x 40 x 0.25 ~ 7.143

and finally the rates at which cells split are

10 40
= ——— ~ 1. = —— ~ 5.599
F= gy =80T re = oo

6.3 Triangulation and Simplification of the M odel

As mentioned in Section 5.4 the animal models we are using are represented by
polygona meshes. A convenient polygon to use is the triangle due to specialized
hardware to deal with them in graphicsworkstations. Triangles also lead to smpler
datastructures and some geometric attributesare strai ghtforward to compute such as
normal vectors. Another reason to use triangles, in the context of the Clonal Mosaic
model, isthat the pattern is expressed as Voronoi polygons for the set of points that
represent the cells. The mesh formed by the VVoronoi polygons replaces the original
triangle mesh. If the faces in the original mesh are not planar then the tessellation
provided by the Voronoi polygons might not match the original mesh topology.
Since our solution to integrate the simulation of the Clonal Mosaic model on
the surface of apolyhedronis proportional to the number of faces, we found conve-

nient in some situations to be able to run the smulation on a model with a lower
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count of polygons. We used Garland and Heckbert’s [garl97] (see Section 4.2.1)
tool for ssimplification of geometric models for this purpose. After the pattern is
computed on the simplified version of the model we can map the pattern back to
the original high-resolution geometric model using the cylinders. We can compute
cylindrical coordinates for each cell and use them to map the cell’s position to the

higher-resolution model, since both models have the same set of cylinders defined.

6.4 Distributing Random Points on the Surface of a

Polyhedral Model

Theinitial distribution of random points representing the cells on the surface of the
polyhedral model representing the animal is implemented with an agorithm pre-
sented by Turk [turk90]. First we pick arandom triangle and second we pick aran-
dom point inside the triangle. The random triangleis selected based on the normal-
ized summed areas of all triangles, that is, we build an ordering of the triangles such
that the last one will have partial summed areaof 1.0. Given arandom number be-
tween [0, 1] we can now select the triangle which has the largest summed arealess
than or equal to the given random number. This guarantees that the probability of
atriangle to be chosen is proportional to itsarea. Once arandom triangleis chosen
we use two more random values to select arandom point inside that triangle. The
problem is reduced to finding a random point on the triangle by mapping the 2D
square space of possible random values ([0, 1] x [0, 1]) to the geometrical space of

thetriangle. Thefinal random point on thetrianglewill be defined by the barycentric
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C

Figure 6.2: Finding arandom point on atriangle

coordinatesfor the point. Given atriangle with vertices A, B, and C, and given two
random values s and ¢, the random point () can becomputedas ) = a A+ bB + ¢C

wherea = 1.0 — /%, b = (1.0 — 5)v/t, and ¢ = s/t (see Fig. 6.2).

6.5 Relaxation of Pointson the Surface of the M odel

The relaxation process used to maintain cell size (see Section 3.3.3) hasto deal with
the cells defined on the surface of the model. We have to be able to compute dis-
tances on the surface of the model between cellsthat are neighbors. 1deally, all faces
which have cellswithin the area defined by the repulsive radius » should be consid-
ered. Thiswould imply an arbitrary, possibly large, number of neighboring faces.
Toavoid thiscost we have restricted the search for neighborsamong thefaceswhich
share either an edge (called primary neighbors) or avertex (called secondary neigh-
bors) withthefaceinquestion. Inmost practical casesthislimitation doesnot signif-
icantly affect theresults since theratio between the number of cellsversus number of
faces guaranteesthat all neighboring cells are living in either primary or secondary

faces. Ideally, wewould haveto guaranteethat all cellsintertiary faces (not primary
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neither secondary neighbors) are at a distance greater than the radius of repulsion.
If there is a minimum angle for the triangles and a minimum edge length then one
can show that there is aminimum distance between any point of the facein question
and any tertiary face.

The distances are computed on the plane of the face where the cell lives.
Therefore we need a way of mapping all neighboring cells to this plane. For each
pair of faces P and N that share an edge we precompute the two rotation matrices
Mp_<n and My _- p which bring a point defined on the plane of P to the plane of
N and vice-versa. For primary neighbors the mapping is trivial using the precom-
puted matrices. For secondary neighborswe use a sequence of rotations around the
edges which define a path between the face in question and the secondary neighbor.

Figure 6.3 illustrates the idea. The dark grey face is the face in question, the light

(a8 Even number of sec- (b) Odd number of sec-
ondary neighbors ondary neighbors

Figure 6.3: Computing distances on the surface of the model

grey ones are the primary neighborsand the white ones are the secondary neighbors.

If the number of secondary neighboring faces at avertex V' is even, we map half of
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them using a clockwise path of rotations around the common edges and the other
half using a counterclockwise path (Figure 6.3(a)). If the number is odd we map
half plus one faces (approximated to the closest integer) using a clockwise path of
rotations and the other faces using a counterclockwise path (Figure 6.3(b)).

In order to update the cell’s position due to the relaxation forces, cells travel
freely and can eventually move to another face. When a cell changes face we find
which edge the cell crossed and using the precomputed rotation matrices we bring
the cell’s position onto the plane of the new face. This processis repeated until the

cell rests on some face, asillustrated in Figure 6.4.

Total precomputed displacement update

//// 77777 >O
ﬁ.J update
ﬂopswhm
displacement stays
within face
Figure 6.4: Mapping cells from face to face

The amount of traveling agiven cell undergoesisarbitrary and for some ge-

ometriesit is possible that the cell returnsto its original face.

6.6 Computingthe Voronoi Diagram on a Surface

Okabe [okab92] defines a polyhedral \Voronoi diagram as a Voronoi diagram where
the sites are defined on the surface of a polyhedron and the distances are measured

on thissurface. Computing the exact polyhedral Voronoi diagram can be quite com-
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putationally expensive sincefor any two arbitrary sites on the surface there are many
possible paths and finding the shortest oneis a difficult problem [fran85].

For this reason, some solutions to this problem make use of approximations
to the real Voronoi. The solution proposed by Mount [moun85], for instance, com-
putes a polyhedral Voronoi diagram where the sites are used to create new poly-
gons and a path between two sites always goes through edges of the polyhedron. A
specific solution for spheres is presented by Augenbaum and Peskin [auge85]. The
Voronoi diagram isrecursively constructed adding one point at atime. The Voronoi
polygons in this case are “...convex spherical polygons which overlap at most by
having one edge in common™.

We use an approximationfor theactual Voronoi diagramwherethefina Voronoi
diagram for the whole polyhedron will be the combination of the individual Voronoi
diagrams computed for each face comprising the polyhedron. Turk used a smilar
idea in his Reaction-Diffusion work [turk91] but in his case he did not need to ex-
plicitly maintain the diagram since it was only used indirectly to establish diffusion
amounts between cells. In our case the pattern is defined by the Voronoi diagram
and therefore we need to build and maintain the Voronoi cells as awhole. The devi-
ation from an exact computation of a Voronoi diagram isnot critical in our case for
two reasons. First, the pattern is defined through alarge number of cells per trian-
gle, which means that the approximated solution is correct for al cells but possibly
the ones that are closer to the edges of the face. Second, the pattern is defined by
the overall combination of many cells, which possibly spread over many faces. Itis

possible that the cells with Voronoi errorsare “inside” a given pattern element and
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therefore are not individually visible.

In order to compute the Voronoi diagram for all cellsresting on asingleface
we map all neighboring cellsto the plane of the facein question using the approach
explained above in Section 6.5. With al cells on the same plane we compute the
Voronoi diagram on this plane. The Voronoi polygons are then clipped against the
edgesthat definetheface. Figure 6.5 illustratesthis process. In (@) we show the end
result with the overall pattern; in (b) we show only the positions of the cells which
arethesitesfor the Voronoi diagram computation; in (c) we show only theindividual
Voronoi polygons and in (d) we show both cell’s centers and the Voronoi borders.
There are two special simpler cases that we should mention but in practice are often
negligible. When aface has zero or one cell only, it means that the Voronoi polygon

for thisfaceistheface itsdf.

6.7 Pattern generation without growth

Although the Clonal Mosaic model wasdesigned to work in conjunctionwith ashape
changing geometry, we can also use it as a pattern generation mechanism on a static
body model. The pattern formation processin this case is driven by pre-defined pa-
rameters, that is, splitting rates of cells are not computed from growth information.
Figures 6.6 and 6.7 show theresultsof ssimulating areticul ated pattern on the surface
of a cube and of agiraffe model.

Once a pattern is computed, we can still apply the growth transformation in
order to obtain anewborn giraffein this case with the same pattern asthe adult (also

showninFigure6.7). Noticethat the two patternsare the same. In order to adapt the
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'sCenters

(b) Cell

(a) Pattern on Surface

(d) Cdl’sCenter and Borders

(c) Voronoi Borders

Figure 6.5: Pattern on the surface
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Figure 6.6: Example of pattern generation without growth - Cube

Param.
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a FF

o BB
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spot area
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Figure 6.7: Example of pattern generation without growth - Giraffe

Param.

wr

time

W4

mitosis F

mitosis B

a FF

o BB

number of cells

spot area

Value

24

80

0.067

10

150

0.9

0.6

B=8833 F=36346

80.5
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pattern computed for an adult body to a newborn body we apply the same growth
transformation applied to the adult model to al cells and re-compute the Voronoi. It
isimportant to notethat if a patternis close to aVoronoi diagram at birth, and some
parts of the body grow anisotropically (such as the neck of the giraffe, which grow
4timesin length whileit grows 3 timesin diameter), then the pattern cannot remain

a Voronoi pattern. We have verified that numerically [four98].

6.8 Pattern generation with growth

In this section we show the results of simulating the Clonal Mosaic model with split-
ting rates being computed from the growth information. The growth informationfor
the giraffewas derived from the set of picturespresentedin Figures5.1, 5.2, and 5.3.
Figure 6.8 shows two phases in the development of the giraffe pattern on the fetus

at 35 days (start of pattern development) and 85 days.

6.9 Extracontrol

The structure of cylindersbuilt to apply the growth datato the 3D model can also be
used to control parameters during the simulation of the Clonal Mosaic model. For
each cylinder we attach textures (any arbitrary image) which control one or more
parameters. The attachment of texturesto cylindersisdefined viaatexturefile. The
operational details about the format and use of thisfile are given in the next chapter.
Figure6.9 for example, showsaresult wherethisstructurewas used to control which

body areas would receive or not foreground cells and aso splitting rates for cells.
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(a) Pattern at 35 days (b) Pattern at 85 days

Figure 6.8: Two phases in the development of pattern on the growing fetus
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In the figure we can see that the head, tail and the lower part of legs do not have
spots. By controlling the splitting rates of cellswe can have spots of different sizes
in different body areas. In giraffes, for example, the spots in the trunk are usually
broader than the onesin thelegs. 1n thisexamplewe decreased the splitting rates of

cellsliving in triangles inside the cylinders attached to the upper part of the legs.

Figure 6.9: Extracontrol

6.10 Summary

Thischapter presented how we can simulatethe Clonal Mosaic model onanarbitrary
shape taking into account changes in shape due to, for example, growth. In order to

integrate the devel opment of the patterns with the growth of the model, the splitting
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ratesof cells are derived from the growth information driving the changesin shape.

127



Chapter 7

Architecture of the System

Themaingoal of thischapter isto present the software tool s built to explore and test
the ideas and concepts introduced in thisthesis. We call the whole system ONCA,
the Portuguese name for the Jaguar, one of the patterned big cats whose main habi-
tat is“...well-watered areas, such as the swampy grassands of the Brazilian Pan-
tanal” [seid91]. ONCA is atestbed for the exploration involved in evaluating re-
aults. Infigure 7.1 we present a schematic architecture for the system. The system
is composed of three main modules which reflect the three conceptual parts we di-
vided our work into. The figure shows the objectives of each module and in general
terms what kind of information they will be communicating to each other in order

to function as awhole. We now proceed to explain each onein detail.
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Figure 7.1: Architecture of the system
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7.1 Pattern SynthesisModule

This module implementsthe Clonal Mosaic model presented in Chapter 3and it has

two main objectives:

e To produce a pattern expressed as a 2D image in aregular domain.

e Tovalidate a set of parameters necessary to achieve a given pattern. This set

will be input information for the integration module.

The main tool used to generate these 2D patternsis called cmand it runs both with
a Graphical User Interface (GUI) or as a stand alone application. In Figure 7.2 we

show the GUI for thistool.

Figure 7.2: Graphical User Interfacefor cm

Most of the parametersare self-explanatory and are rel ated to the parameters

defined for the Clonal Mosaic Model presented in Chapter 3. There aretwo possible
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input filesfor agiven smulation: an input parameter file (extension. par ) and an
input cellsfile (extension . out ). The parameter file defines all necessary parame-
tersfor agiven simulation. The format of thisfileis given below:

;755 (x,y) donmmin size

<fl oat > <fl oat >
735 Nurber of relaxation steps for each time step

<i nt eger >

7o Weight for repul sive radius
<fl oat >

;oo Initial nunmber of cells

<i nt eger >

;o Final time

;5 Future use

<i nt eger > <i nt eger >

;;,; Probabilities of being type C, D, E, and F (val ues between (0, 1))
<fl oat > <fl oat > <fl oat > <fl oat >

77, Rates of division for cell types C, D, E, and F

<fl oat > <fl oat > <fl oat > <fl oat >

siaso wh,owx, owy

<fl oat > <fl oat > <fl oat >

;5 Adhesion between types (val ues between (0, 1))

<fl oat > <fl oat> <fl oat> <fl oat>

<fl oat > <fl oat> <fl oat> <fl oat>

<fl oat > <fl oat> <fl oat> <fl oat>

<fl oat > <fl oat> <fl oat> <fl oat>

;75: Mutation probabilities between types (val ues between (0,1))

<fl oat > <fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat > <fl oat >

;7. Color (R G B) for each cell type (val ues between (0, 255))

<i nt eger > <i nteger> <i nteger>

<i nt eger > <i nt eger > <i nt eger >

<i nt eger > <i nt eger > <i nt eger >

<i nt eger > <i nt eger > <i nt eger >

;.. The first integer value specifies which files to

;y5; output: O - postscript, 1 - internal file format, 2 - SG rgb image
775, 3 - Both postscript and interna

;. The second integer value specifies whether or not

;35, the borders between cells should be drawn (1 - TRUE, 0 - FALSE)
;7. The last integer value specifies whether or not col or postscript
;;.; should be output (1 - TRUE, 0 - FALSE)

<i nt eger > <i nt eger > <i nt eger >

77 Angle (degrees) for anisotropic notion

<fl oat >
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;7. Name of the output postscript file
<fil eNanme>. ps

;75 Name of the output cell’s file
<fil eNanme>. out

Example of a parameter file:

200 200

18

2.6

1000

78 10

0.02 0.98 0.
10 120 0 O

. 066

o
©
o

coorooooo
[eNeoNoNeoNeoNoNol
corooooo
orooooooo
roooooooo
[eoNeoNolNolNoNololo]

104 60 30

250 152 76
255 255 255
255 255 255
301

0

reticul ata. ps
reticul ata. out

The second possibleinput fileisthe cellsfile. Thisfilecontainsthe definition
of agiven number of cells (specified through their centersin 2D coordinate space)
together with their type. The final result of the ssimulation can be saved both as a
postscript file and as acellsfile. The format of the cellsfileis as follows:

;. Total nunmber of cells
<i nt eger >
poo, Cell type (x,y) position for the cel

<i nteger> <fl oat> <fl oat>
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The program accepts two command-line flags corresponding to the two pos-
sibleinput files. Theflag - p should be followed by the name of the parameter file
while the flag - e should be followed by the name of the input cellsfile. A full in-

vocation of the cmprogram looks like:
cm-p reticulata.par -e init.out > reticulata.log

The program outputs alog file that presents asummary of the simulation pa-
rameters together with other monitoring functions such as total time taken for the

simulation.

7.2 Shape Transformation M odule

Themain goal of thismoduleisthe controlled transformation of shapethrough time.
This module accepts two input files: the object to be transformed (extension. obj ,
Wavefront object file format [tech91]) and a primitivefile (extension . pri m). The
primitive file specifies the cylinders and features which control the transformation,
together with the two fileswhich contain the growth dataand animation information.
The format of the primitivefileisasfollows:

Narme of file with growth information

<fil enane>
Nanme of file with animation infornmation

<fil enane>
Nunber of Primtives in this file (cylinders plus features).
Primtive nunmber O is reserved to store informati on about the
canera positioning

<i nt eger >

;; Type of Primitive (0 - Cylinder; 1 - Feature)

<i nt eger >
(X,y,2z) location of the pivot point

<doubl e> <doubl e> <doubl e>
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7., (RX, Ry, Rz) rotation values in degrees around the x,y, and z-axis
<doubl e> <doubl e> <doubl e>

voo (Sx, Sy, Sz) scale values for the x,y, and z di nmensi ons

<doubl e> <doubl e> <doubl e>

755, The next information depends whether the primtive

;.. is acylinder or a feature

poas If it is a Cylinder

75, Pointer to which 2 features control this cylinder’s

;55 radius and hei ght

<i nt eger > <i nt eger >

75, Pointer to the parent primitive (-1 flags the Master primtive)

<i nt eger >

;oo If it is a Feature

;,,, Pointer to a colum in the growth array (filename specified above)
;. that contains, for the various ages, the dinensions for this feature
<i nt eger >

;;,; Pointer to which cylinder this |andmark controls

<i nt eger >

The growth and animation process are driven by two files with growth and
animation information. The format of these two filesisas follows:

¢ Growth informationfile

77, Gowth information file

77, Keyword 'size' followed by 2 integers specifying
;55 how many rows and how many col umms of growt h data
;,,; there is

si ze <integer> <integer>

;7. Keyword 'data’ followed by a series of floats
;.. The first float specifies the nmonth associated
;7. With the row

data <float> <float> <float> <float> ..

e Animation information file

v .. Animation Information File
7. Keyword 'size' followed by 3 integers. The first
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i nteger specifies if the angles specifying

the animation are given in relative (value = 0)
or absolute (value = 1) terms

The next two integers specify how nany rows
and how many colums of data this file has

size <integer> <integer> <integer>

Keyword 'data’ followed by two integers and

a variabl e nunber of floats with the angles

(in degrees) information. The first integer
specifies the cylinder ID which will receive
the ani mation information; the second integer
specifies the axis of rotation. Possible val ues
are 0 (x axis), 1 (y axis) and 2 (z axis)

The first float also has a special nmeaning. It
gi ves the angle position for the cylinders

"at rest’, that is, their original position

data <|nteger> <integer> <float> <float> <float> ...

7.3 Integration Module

The last module isthe integration module. This module simulates the growth of the
animal together with the development of the pattern. This moduleis, in asense, a
combination of the other two previoudy presented. We have a GUI-based version
and a command-lineversion. Table 7.1 summarizes the files that can be used when
running the module. Thereis arequired file (the name of the model) and four op-
tional files. The object file must be given in Wavefront object file format [tech91].
Both GUI-based and command-line versions accept the same number of inpuit files.

Here we give a few examples of running the command-line version of the onca

program:

e The object file and the parameter file

onca -f gir2000. obj
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Type Extension | Flag
Object file . 0Dbj -f
Primitivesfile | . prim -m
Parameter file | . par -p
Cellsfile .cm -e
Texturefile Stxtr -t

Table 7.1: Specification for input parameter filesfor theonga tool

e Theobject file and the cellsfile (afile saved from a previous simulation)

onca -f gir2000.0bj -e reticulata.cm

The primitivefile has the same format specified beforefor the shape transformation
module. We give now the description for the parameter file, the cells file and the

texturefile.

7.3.1 Parameter file
The format of the parameter fileis asfollows:

7355 Nurber of relaxation steps for each time step

;o5 Initial nunmber of relaxations

<i nt eger > <i nt eger >

7o Weight for repul sive radius

<fl oat >

;o5 Initial number of cells

<i nt eger >

;o Final time

;. Pattern Formation Mode (O - with growh; 1 - No growt h)
7. Type of Random Distribution (0 - none; 1- Poisson; 2 - Exponential)
;5 Future use

<i nt eger > <i nteger> <integer> <integer>

v+, Probabilities of being type C, D, E, and F (val ues between (0, 1))
<fl oat > <fl oat > <fl oat > <fl oat >

., Rates of division for cell types C, D, E, and F

<fl oat > <fl oat > <fl oat > <fl oat >

vaasowh, owx, wy, initial w

<fl oat > <fl oat > <fl oat > <fl oat >

;75 Adhesion between types (val ues between (0, 1))

<fl oat > <fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat > <fl oat >
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<fl oat > <fl oat > <fl oat > <fl oat >

;575: Mutation probabilities between types (val ues between (0,1))
<fl oat > <fl oat > <fl oat> <fl oat>

<fl oat > <fl oat > <fl oat> <fl oat>

<fl oat > <fl oat > <fl oat> <fl oat>

<fl oat > <fl oat > <fl oat> <fl oat>

75, Color (R G B) for each cell type (values between (0,1))
<fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat >

<fl oat > <fl oat > <fl oat >

;75 Name of the output cell’s file

<fil eNane>. cm

7.3.2 Cdlsfile

This file contains the definition of a given number of cells (specified through their
centersin 3D coordinate space) together with their type. Thefinal result of thesm-
ulation isusually saved as acellsfile. The format of the cellsfileis asfollows:
;75 Name of the object file associated with this file

<fil enane>. obj

;;,;, Face ID O - Nunmber of cells in this face

<i nt eger > <i nt eger >

virs Cell type - (x, y, z) position of this cel
<i nteger> <float> <fl oat> <fl oat>

;;,; Face ID 1 - Nunmber of cells in this face

<i nt eger > <i nt eger >

vy, Cell type - (x, y, z) position of this cel
<i nteger> <float> <fl oat> <fl oat>

7.3.3 Texturefile

For each cylinder, we can associate one or more texturefiles that provide extracon-

trol over some simulation parameters. The onca texture file specifies which cylin-
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dershavetexturesassociated (inr | e format) and what parametersare thesetextures
controlling. The format of the texturefileis asfollows:

77, Texture File

77, Keyword CYLINDERID fol | owed by the nunber which specifies
;. the cylinder and another integer which specifies how

;7. many textures are associated with this cylinder

CYLI NDERI D <i nt eger > <i nt eger >

;7. Keyword specifying which paraneter is controlled and

755, the nanme of the texture file

;. The possible keywords are:

775, EXISTC - Controls the creation of cells of type C

;73 EXISTD - Controls the creation of cells of type D

735, SPLITRATEC - Controls the splitting rate of cells type C
73, SPLITRATED - Controls the splitting rate of cells type D
;7,; COLORC - Controls the color of cells type C

;;,; COLORD - Controls the color of cells type D

77,, REPRAD - Controls the value of the repul sive radius

77;, FORCE - Controls the force of repul sion between cells
77, ADHESION - Controls the adhesion between cells

KEYWORD <t ext ur eFi |l eName>.rl e

7.4 Summary

This chapter presented the main computational tools devel oped as exploration tools
for the ideas presented in this thesis. We presented the main features of the tools

together with their input files and parameters.
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Chapter 8

Conclusions

The work in this thesis has addressed the complex problem of integration between
the visual and the shape attributes of an object, which is particularly challenging
in the context of natural objects. Current solutions to this problem use a mapping
step to attach visual propertiesto the object’s surface. For a complicated shape and
visual propertiesthat are not regularly distributed over the surface, the mapping step
requires a great deal of expertise and manual fine-tuning, and lacks flexibility for
many practical applications.

The major goal of the research presented in this thesiswas the exploration of
an aternative to current solutions for the integration problem. Within the domain
of patterned animals, we presented an integrated solution where the pattern is gen-
erated as a surface-level process driven by a shape changing geometry. Related to
the main goal are the subgoals of providing more flexible solutionsin the context of
pattern generation methods in graphics and providing a technique to change shapes

in acontrolled way.

139



8.1 Contributions

These are what we feel are the main contributions of the research work presented in

thisthesis;

e Clonal Mosaic Patterns. The modelling of patternsis as complex atask as
the modelling of shape. In some cases having the right pattern is more im-
portant than having the right shape. We introduced a pattern formation model
gpecialized in the generation of patterns found in many species of mammals,
particularly the big cats and the giraffe. The model is biologically plausible
and proposes that the fur pattern reflects an underlying arrangement of cells.
The model ssmulates the formation of this arrangement through cells of dif-
ferent types. A wide range of realistic-looking patterns is possible through
mani pul ation of input parameters such as adhesion between cells and splitting
ratesof cells. We proposed ametric for validation of the giraffe patterns based
on their similarity with VVoronoi diagrams. The results show that both the real
giraffe pattern and the Clonal Mosaic patternsare close to areal Voronoi dia-

gram.

e Shape Control: We presented a technique to transform a given shape in a
controlled manner. The algorithm alows for smulation of locally defined
changes, such as a body growing at different rates in different parts. It also
allows for simulation of animation in the traditional sense (e.g. a horse trot-
ting). The control of the transformationis provided by a set of featureslocally

defined for each body part that we want to individually control.
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e Integration of Shape and Pattern: The Clonal Mosaic model was extended
to work on a shape changing 3D geometry in an integrated manner. The pat-
tern formation process can therefore be controlled by changes affecting the

geometry. We presented the results for the giraffe.

Finally, on a conceptual level, this research work tried to advance an inte-
grated approach solution for problemswhere current techniquesare not generic enough

or not automated enough.

8.2 FutureWork

We present afew topicsfor futureinvestigation in the context of thisthesis. Thetop-
ics are grouped according to the three main parts we divided our work into: Clonal

Mosaic Patterns, Shape Transformation and Integration.

8.2.1 Clonal Mosaic Patterns

1. Wider exploration of the parameter space
Although the model was designed to produce mammalian coat patterns, we
would like to explore the model further for producing other patterns as well,
even unnatural ones. In Figure 8.1 we show an example of a smple pattern
that can easily be generated with the Clonal Mosaic approach and was not an

original goal of the method.

2. Genetic Validation

Genetic research has established geneti ¢ di stances between speciesin the same
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family. For the Felidae family [0’br86] , we would like to investigate a pos-
sible correlation between distancesin the parametric space and in the genetic

space. A good correlation would strength the validity of the model.

. Control of results

The current implementation of the Clonal Mosaic model has not addressed the
important problem of helping the user in selecting parameters for a desired
type of pattern. To turn the system into amore useful tool we have to address

this problem.

. Simulating RD systems with CM

We presented an argument on how to simulate an RD system with an equiv-
alent CM system. We need to map the parameters from one system into an-
other and show examplesof interesting RD patternssimulated by CM. Wealso
need to further explore whether some CM patterns cannot be ssmulated by RD
systems (without external intervention for anisotropy or to prevent mixing of

reactants).

Figure 8.1: Exploration of other patterns
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8.2.2 Growing Modelsof Animals

An interesting application for the technique presented in Chapter 5 is to interpolate
between related animal species, in particular to help in the reconstruction of bodies
of extinct species in paleontology. The visual evolution of a horse from its biolog-
ical ancestors could be built using an initial horse model together with bone mea-
surements from extinct horse-related ancestors. Current techniques usually build a
clay life-size model from the incomplete set of bones.

Another possihility is to apply the control provided by the local coordinate
systems asamodelling tool. The techniquewe presented in Chapter 5 could be used
to customize polygonal models, according to user-defined specification (or other sources
of information, such as pictures), providing more flexibility for using existent mod-
els. We can imagine abarn full of different cows, where each individual model was
derived from a basic standard off-the-shelf model. Also, we have not yet explored
thefull combination of effects possiblewiththetool, such asthe ssimulation of defor-
mation induced by muscle contraction and stretching or the motion of acow’sbelly
when trotting. These could be smulated using non-affine transformations that can
be applied beforethe growth process or the relative motion and which could provide
for increased levels of realism when simulating animal gaits.

Finally, thelocal cylindrical spaces used to transfer growth and animationin-
formation could also be used inside a classical texture map approach. It consistsin
defining for every cylindrical coordinate system 2D textures coordinates obtained
from the cylindrical coordinates. Thisis similar to the technique described by Bier

and Sloan [bier86] as two-part texture mapping. The difficulty lies in the proper
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blending of the texture coordinates given within overlapping cylinders.

8.2.3 Integration

We presented the giraffe as a case study for the ideas presented in thisthesis. The
Clonal Mosaic model, however, can generate the full range of patternsfrom the Fe-
lidae family as showed in the results section of Chapter 3 and therefore we would
like to apply the model to ssmulate other animals, such as the tiger, cheetah, and
leopard. Another subject that deserves attention is the proper smulation of details
that would improve the overall level of realism, such as the pattern on the face of
the animals. We believe that the cylinders can also be used for obtaining these type
of effects. Finally, we have not touched issues related to high-quality rendering the
models. We would like, for instance, to add to our images the realism provided by
aproper techniquefor fur rendering, using the Clonal Mosaic patterns as the under-

lying colouring information for the fur.
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Appendix A

Summary of Growth Information
availablefor the Big Cats, Giraffe

and Zebra

These tables summarize the avail able growth information for afew animals of inter-
est to our research. For convenience all measurements were converted to the metric

system in centimeters.
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Gestation Period and birth weight

Animal Mean Gestation Period in Days (Variance) | Weight at birth(g) | Reference
Leopard 96 (90-105) 300 (400-700) | [hemm79]
Jaguar 101 (91-111) 800 (700-900)

Cheetah 92 (90-95) 270 (250-300)

Sumatran Tiger 750

Altaica Tiger 103 (93-112) 1359 (785-1760)

Giraffe 457 102000 [skin75]
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L eopard - Panthera Pardus

Sex Length | Shoulder Height | Head and Body | Tail | Reference
m 238.76 60.96 [mein38]
m 226.06 63.5

m 22352 60.96

f 218.44 63.5

m 210.82 66.04

m 208.28 71.12

f 200.66 58.42

m 200.66 63.5

f 195.58 64.77

m 236.22 137.16 99.06 | [stev47]
m 218.44 132.08 91.44

m 203.20 76.2 127 76.2

m 132 80.5 | [shor34]
m 131 74

m 126 815

m 118 75

m 108 74.5

f 100 74

m 132 80.5 | [robeb51]
m 131 74

m 126 815

m 108 74.5

f 100 74

average | 215.05 64.9 122.02 79.34
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Cheetah - Acinonyx jubatus

Sex Length | Shoulder Height | Head and Body | Tail | Reference
f 236.22 83.82 [mein38]
m 22352 76.2
m 213.36 81.28
m 210.82 78.74
m 200.66 73.66
m 210.82 78.74 132.08 78.74 | [stevA7]
m 203.20 81.28 129.54 76.2
m 193.04 83.82 119.38 73.66
m 121 657 | [shor34]
m 112 74 | [robeb51]
m 130 79
f 114 72
f 125 80
average | 211.46 79.7 122.88 74.83
T After skinning
Tiger - Panthera Tigris
Sex Length | Shoulder Height | Reference
m 314.96 104.14 [Mein38]
m 289.56 101.6
average | 302.26 102.87

167




Zebra - Hippotigris hartmannae

Sex Head and Body | Tail | Reference
m 252.73 49.53 | [shor34]
f 250 46
m 233.68 53.34
m 208 52
average 236.10 50.22
Giraffe - Giraffa camelopardalis
Sex Height | Head and Body | Tail | Shoulder ﬁp%g‘;f Race Reference
m 400 86 340 110 angolensis | [shor34]
f 391.16 86.36 Uganda
566.42 southern
558.8 !
548.64 l
518.16 l
586.74 central east
579.12 l
563.88 !
5334 !
525.78 l
365.76
365.76
335.28
332.74
267.97
average | 553.44 395.58 86.18 | 334.59 110
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From [mein38]: “Measurements were taken in a straight line between pegs.
For length a peg was placed at the nose and another at the tip of the tail, the beast
removed and the distance between pegs taken with steel tape. The shoulder mea-
surement was taken similarly between pegs placed at the withers and the hedl of the
foreleg”.

From [stev47]: “The measurementswereall taken by myself with asteel tape
between uprights. For length, from the tip of the nose to the root of the tail, which
was bent at right-anglesto the body for the purpose; thence along thetail to the point
of the corn under the tail tuft. For height, from the back of the rear pad of aforeleg

to the top of withers on the same side”
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A

agouti protein, 20, 43

C
cell systems, 35
cellular automata, 30
main models
Cocho, 30
Young, 30
clonal cells, 30
clonal mosaic model
general description, 42
implementation, 44
initialization, 47
parameters, 53
repulsiveradius, 48

simulation, 49

E
Euler’s equation, 82

eumelanin, 20
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F

fur formation, 20

G
giraffe
measurements, 92

pattern, 58

H
hair
bulb, 20
follicle, 20

formation, 20

I
implicit surfaces, 85
integration
previous work, 11
Fleischer, 12
Fowler, 13

Turk, 11

| ndex



M
mechanochemical, 29
main models
elastic forces, 29

melanin, 20

melanocyte stimulating hormone, 20

melanocytes, 20
morphogen, 24
MSH, 20

P
parametric curve, 84
parametric curves, 84
parametric surfaces, 84
patches, 85
pattern
anisotropic patterns, 61
anisotropy, 52
definition of, 14
giraffe patterns, 58
ocelots, 68
spotted patterns, 60
tiger, 61

phaesomelanin, 20

polygonal meshes, 82
simplification of, 83

polyhedral Voronoi diagram, 119

R
random point on a polygon, 116
random walk, 73
range images, 79
reaction Diffusion
Murray’s models, 25
reaction diffusion
autocatalysis, 24
Bard’'smodels, 27
cascade process, 27
example of, 24
general description, 24
in computer graphics
3D reaction-diffusion, 34
cascade process, 31
Fowler, 34
Turk, 31
Witkin and Kass, 33
main models, 25

Meinhardt’s models, 27
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Turing model, 24 polyhedral, 119

S w
shape winged edge, 83
definition of, 15
methods for describing, 78
morphography, 79
morphometry, 80
morphonomy, 79
procedural, 80
methods for representing, 81
simple polyhedra, 82
surfaces
representation of
implicit, 85
parametric, 84

polygonal meshes, 82

T
texture map, 4

texture mapping, 4

\Y

\oronoi
diagram, 47
polygon, 46
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