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Abstract

We show that quantum query complexity satisfies a strong direct product theorem. This
means that computing & copies of a function with less than k& times the quantum queries needed to
compute one copy of the function implies that the overall success probability will be exponentially
small in k. For a boolean function f we also show an XOR lemma—computing the parity of k&
copies of f with less than k times the queries needed for one copy implies that the advantage
over random guessing will be exponentially small.

We do this by showing that the multiplicative adversary method, which inherently satisfies
a strong direct product theorem, is always at least as large as the additive adversary method,
which is known to characterize quantum query complexity.

Direct product theorems. We show that quantum query complexity satisfies a strong direct
product theorem. A strong direct product theorem states that to compute k& copies of a function
with less than k& times the resources needed to compute one copy of the function implies that the
success probability will be exponentially small in k. For boolean functions, we further show an XOR
lemma. XOR lemmas are closely related to strong direct product theorems and state that computing
the parity of k copies of a boolean function with less than k times the resources needed to compute
one copy implies that the advantage over random guessing will be exponentially small. XOR lemmas
can be shown quite generally to imply strong direct product theorems and even threshold direct
product theorems [Ung09], which state that one cannot compute a p fraction of the k copies with
less than pk times the resources with better than exponentially small (in pk) success probability.
Thus in the boolean case we are also able to obtain a threshold direct product theorem.

Related work. How the resources needed to compute k copies of a function scale with those
needed for one copy is a very natural question that has been asked of many computational models.
While direct product theorems are intuitively highly plausible, they do not hold in all models [Sha03],
and there are relatively few models where strong direct product theorems are known. Notable
examples of direct product-type results include Yao’s XOR lemma and Raz’s parallel repetition
theorem [Raz98]. Closer to our setting, strong direct product theorems have been shown for one-way
randomized communication complexity [Jail0] and for randomized query complexity [Drull].

In quantum query complexity strong direct product theorems were previously known for some
special classes of functions and bounds shown by particular methods. In the first such result, Klauck,
Spalek and de Wolf [KSdW07] used the polynomial method [BBCT98] to show a strong direct
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product theorem for the quantum query complexity of the OR function. Via block sensitivity, this
gives a polynomially tight strong direct product theorem for all functions—mnamely, any algorithm
using less than a constant fraction times kQ( f)l/ 6 will have exponentially small success probability
for computing k copies of f.

Sherstov [Shell] recently showed how certain lower bound techniques based on looking at the
distance of the function to a convex set inherently satisfy a strong direct product theorem. As
an application he was able to show that the polynomial method satisfies a strong direct product
theorem in general. Thus one obtains a strong direct product theorem for the quantum query
complexity of any function where the polynomial method shows a tight lower bound. Super-linear
gaps between the polynomial degree and quantum query complexity are known [Amb06], however,
so this does not give a tight strong direct product theorem for all functions.

Direct product results have also been shown by the other main lower bound technique in
quantum query complexity, the adversary method. The adversary method defines a potential
function based on the state of the algorithm after ¢ queries, and bounds the change in this potential
function from one query to the next. By developing a new kind of adversary method, Ambainis,
Spalek, and de Wolf [ASdWOG] showed a strong direct product theorem for all symmetric functions.
Spalek [Spa08] formalized this technique into a generic method, coining it the multiplicative adversary
method, and showed that this method inherently satisfies a strong direct product theorem. The
name multiplicative adversary contrasts with the additive adversary method, introduced earlier by
Ambainis [Amb02] and later extended by Hgyer, Lee and Spalek [HLS07]. The additive adversary
method bounds the difference of the potential function from one step to the next, while the
multiplicative adversary method bounds the corresponding ratio.

There have recently been great strides in our understanding of the adversary methods. A series
of works [FGG08, CCJY09, ACRT10, RS08, Rei09, Reil0, LMRS10] has culminated in showing
that the additive adversary method characterizes the bounded-error quantum query complexity of
any function whatsoever. Ambainis et al. [AMRR11], answering an open question of Spalek [Spa0§],
showed that the multiplicative adversary is at least as large as the additive. Thus the multiplicative
adversary bound also characterizes bounded-error quantum query complexity.

This seems like it would close the question of a strong direct product theorem for quantum query
complexity. The catch is the following. The multiplicative adversary method can be viewed as a
family of methods parameterized by the bound ¢ on the ratio of the potential function from one
step to the next. The strong direct product theorem of [Spa08] holds for any value of ¢ sufficiently
bounded away from 1. The result of [AMRR11], however, was shown in the limit ¢ — 1, which ends
up degrading the resulting direct product theorem into a direct sum theorem.

Our results. We show that the multiplicative adversary is at least as large as the additive adversary
for a value of ¢ bounded away from 1 [LR11, Claim 3.16]. A similar result was independently
observed by Belovs [Belll]. Together with the strong direct product theorem for the multiplicative
adversary by [Spa08] this suffices to give a strong direct product theorem for quantum query
complexity. Rather than use this “out of the box” strong direct product theorem, however, we prove
the strong direct product theorem from scratch using a stronger output condition than those used
previously [SpaOS, AMRRI11]. This results in better parameters, and a better understanding of the
multiplicative adversary method [LR11, Theorem 1.1].

Theorem 1.1 (Strong direct product theorem). Let f: D — E where D C D™ for finite sets D, E.



For an integer k > 0 define f®) (2!, ... 2%) = (f(z"),..., f(z¥)). Then, for any (2/3) <6 <1,
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In the boolean case, we prove the following XOR lemma [LR11, Lemma 1.2] which also implies
a threshold direct product theorem [LR11, Theorem 5.5].

Lemma 1.2 (XOR Lemma). Let f : D — {0,1} where D C D™ for finite set D. For an integer
k>0and any 0 <6 <1,

ko
k
Q(176k/2)/2(® o f( )) > 3000 : Q1/4(f) .

Proof technique. Wahile the statement of our main theorems concern functions, a key to our
proofs, especially for the XOR lemma, is to consider more general state generation problems,
introduced in [AMRR11]. Instead of producing a classical value f(z) on input x, the goal in state
generation is to produce a specified target state |o,), again by making queries to the input x. We
will refer to o(z,y) = (0|0y) as the target Gram matrix. Evaluating a function f can be viewed as
a special case of state generation where the target Gram matrix is F(x,y) = Of(a),f(y)-

Our most general result [LR11, Theorem 4.1] shows that for a restricted class of target Gram
matrices o, to generate c®* with better than exponentially small success probability requires at
least a constant fraction of k times the complexity of ¢. The strong direct product theorem is
obtained as a special case of this theorem by considering the Gram matrix F(x,y) = § f(a),f(y)- TO
obtain the XOR lemma, we apply this theorem with the state generation problem of computing f
in the phase, that is to generate o¢(z,y) = (—1)7@+fW) | The advantage of considering this state is
that Uf?k is the state generation problem corresponding to computing the parity of k copies of f in
the phase. We then show that the complexities of f and the state generation problem of computing
f in the phase are closely related.

Another key element of our proofs is a new characterization of the set of valid output Gram
matrices for an algorithm solving a state generation problem with success probability 1 — e [LR11,
Claim 3.8]. We call a condition which defines a set containing this set of valid output matrices
an output condition. Usually a lower bound uses an output condition which is a relaxation of the
true output condition, and shows a lower bound against all Gram matrices satisfying this output
condition, and thereby all valid output matrices as well. Examples of output conditions previously
used with the adversary bound include being close to the target Gram matrix in distance measured
by the [l or 2 norms. These conditions, however, do not work for small success probabilities,
which is critical to obtain the strong direct product theorem.

We give a new characterization of the true output condition in terms of fidelity. Since the fidelity
between two quantum states is bounded by the fidelity between the probability distributions arising
from any measurement on those states, a relaxation of this output condition may be obtained
by considering the measurement corresponding to an optimal witness for the adversary bound
of the problem. A lower bound on the multiplicative bound under this relaxed output condition
can be written as a linear program. By taking the dual of this linear program we are able to
lower bound the value on ¢®* in terms of the bound for o by using a completely classical claim
about product probability distributions [LR11, Corollary 3.13]. This approach allows us to obtain
a cleaner statement for the strong direct product theorem than what we would obtain from the
output condition used in [Spa08, AMRRI11], and also clarifies the inner workings of the adversary
method, which might be of independent interest.
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