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Pointers:

○ Generalization Bounds and Consistency for Structured Labeling in Predicting 
Structured Data, edited by G. Bakir, T. Hofmann, B. Scholkopf, A. Smola, B. 
Taskar, and S. V. N. Vishwanathan. MIT Press, 2007
http://nagoya.uchicago.edu/~dmcallester/colbounds.pdf

○ see also proof in his lecture notes that I had linked to last lecture:
http://nagoya.uchicago.edu/~dmcallester/ttic101-07/lectures/generalization/generalization.pdf

• PAC-Bayes bound from McAllester 2003 was taken Lemma 4 in:

David McAllester, Joseph Keshet, Generalization Bounds and Consistency for 
Latent Structural Probit and Ramp Loss, (oral), NIPS 2011
https://papers.nips.cc/paper/4268-generalization-bounds-and-consistency-
for-latent-structural-probit-and-ramp-loss.pdf

• probit loss and its consistency for structured prediction:
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