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Anton Osokin, Francis Bach, Simon Lacoste-Julien○

On Structured Prediction Theory with Calibrated Convex Surrogate Losses
https://arxiv.org/abs/1703.02403

main pointer covered today:•

canonical paper which presented consistency analysis for binary classification:○

Bartlett, Peter L., Jordan, Michael I., and McAuliffe, Jon D
Convexity, classification, and risk bound
Journal of the American Statistical Association, 101(473):138–156, 2006.
paper which showed that multiclass SVM is not consistent (for the 0-1 loss) and proposed a consistent alternative:○

Lee, Yoonkyung, Lin, Yi, and Wahba, Grace.
Multicategory support vector machines: Theory and application to the classification of microarray data and satellite radiance data.

 see also the McAllester 2007 paper:
Generalization Bounds and Consistency for Structured Labeling in Predicting Structured Data, edited by G. Bakir, T. Hofmann, B. 

Journal of the American Statistical Association, 99(465):67–81, 2004.

other pointers:•
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https://arxiv.org/abs/1703.02403
https://www.jstor.org/stable/30047445
http://amstat.tandfonline.com/doi/abs/10.1198/016214504000000098


Generalization Bounds and Consistency for Structured Labeling in Predicting Structured Data, edited by G. Bakir, T. Hofmann, B. 
Scholkopf, A. Smola, B. Taskar, and S. V. N. Vishwanathan. MIT Press, 2007
http://nagoya.uchicago.edu/~dmcallester/colbounds.pdf

 and interestingly, this recent paper shows that the multiclass SVM *is* consistent for a loss on 3 classes with an "abstain" notion:
Ramaswamy, Harish G. and Agarwal, Shivani.
Convex calibration dimension for multiclass loss matrices.
JMLR, 17(14):1–45, 2016.

 see also the extensive related work section of the arxiv 2017 paper Osokin et al.
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http://nagoya.uchicago.edu/~dmcallester/colbounds.pdf
http://jmlr.org/papers/v17/14-316.html

