
Lecture 23 - scribbles - L2S & submodularity
Friday, April 7, 2017
15:01

   Teaching Page 1    



   Teaching Page 2    



   Teaching Page 3    



   Teaching Page 4    



pointers:

○ see chapter 10.4 of deep learning book
○ attention mechanism: 12.4.5.1 of deep learning book
○ gated RNNs (LSTM or GRU) - see 10.10

• encoder-decoder model (seq2seq):

○ see great ICML 2015 tutorial
○ LOLS paper: Kai-Wei Chang, Akshay Krishnamurthy, Alekh Agarwal, Hal Daume, John Langford , "Learning to Search Better than 

Your Teacher", ICML 2015

• learning to search

○ website with tutorials and pointers: http://submodularity.org/
○ detailed monograph by Francis Bach: F. Bach. "Learning with Submodular Functions: A Convex Optimization Perspective." 

Foundations and Trends in Machine Learning, 6(2-3):145-373, 2013 | slides

• submodularity:

○ see Example 1 in: Yurii Nesterov, "Complexity bounds for primal-dual methods minimizing the model of objective function", 
2016

aside: mentioned the counter-example by Nesterov that showed that Frank-Wolfe can sometimes not converge if the function is not 
differentiable;
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http://www.deeplearningbook.org/contents/rnn.html
http://www.deeplearningbook.org/contents/applications.html
http://www.deeplearningbook.org/contents/rnn.html
http://hunch.net/~l2s/
http://www.jmlr.org/proceedings/papers/v37/changb15.html
http://submodularity.org/
http://www.di.ens.fr/~fbach/2200000039-Bach-Vol6-MAL-039.pdf
http://www.di.ens.fr/%7Efbach/submodular_fbach_mlss2012.pdf
http://www.optimization-online.org/DB_HTML/2016/07/5543.html

