
Extra factor of 2 because of Taylor's bound. The tighter 
result uses the fundamental theorem of calculus on the 
components of the gradient function -> see Lemma 1.2.2 
in Nesterov ' book
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note: tighter analysis of SGD method uses the variance of g(x*,xi) at an optimum x*

see e.g. Bach & Moulines, Non-Asymptotic Analysis of Stochastic Approximation Algorithms for Machine 
Learning, NIPS 2011 for the smooth case....
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https://papers.nips.cc/paper/4316-non-asymptotic-analysis-of-stochastic-approximation-algorithms-for-machine-learning


see Danskin's theorem
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https://en.wikipedia.org/wiki/Danskin%27s_theorem
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min cost network flow problem with integer capacities -> has integer flow solution
(see integrality theorem e.g. here -- also consequence of total unimodularity of the constraint matrix)
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https://optimization.mccormick.northwestern.edu/index.php/Network_flow_problem

