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Caveats
• Ideas over implementation/training details

• Hyperparameter selection

• Basic introduction - See suggested sources
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Stochastic Process

A stochastic process is defined as a collection of random variables defined on a

common probability space , where is a sample space, ℱ is a sigma-algebra,

and is a probability measure; and the random variables, indexed by some set , all

take values in the same space , measurable with respect to some -algebra.
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Examples of 
Stochastic Process
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Single random variable

IID random variables

Deterministic function

Dirichlet Process

Gaussian Process

{Wiener, Poisson, etc.} Process



Gaussian Processes
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Inference and Prediction
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Gaussian Properties
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(Tractable) Normalization

Marginalization

Conditioning

Product of densities

Addition



Linear Regression
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This leads to

Starting point:

• Locations

• Basis functions 

• Linear model

• Prior

• Observation noise 

(PSD) similarity matrix



Gaussian Process

The probability distribution of a function 𝑦(𝒙) is a Gaussian process if for 

any finite selection of points (𝒙1, … , 𝒙𝑁), the vector [𝑦(𝒙1), … , 𝑦(𝒙𝑁)] 

follows a Gaussian distribution.
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Index set Value space RVs

Gaussians
𝑙

(function values)
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... we finally observe                                and would 

like to infer 𝑡𝑁+1 for a new test point 𝒙𝑁+1.

Habemus
Datam!



Demo
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http://chifeng.scripts.mit.edu/stuff/gp-demo/


GP Summary
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Problem: 𝑦 is a function aka “infinite dimensional vector”. But the multivariate 

Gaussian distribution is defined for finite dimensional vectors.

Definition: A GP is a (potentially infinite) collection of random variables such that the 

joint distribution of every finite subset of them is a multivariate Gaussian. 
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Dirichlet Processes



15

Generative Model

Model:

• Assignments

• Class conditionals

Prior assumptions: 

• Number of classes

• Class proportions

• Class parameters
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Image by @Nerebur, distributed under a CC BY-SA 4.0 license.
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Dirichlet Simulation2
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Components vs Clusters



How do we choose K?

We don’t! Consider an infinite mixture model.

Conditions on {𝛼𝑙 , 𝛽𝑙} for proper normalization?

Griffiths, Engen & McCloskey



Random Measures
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Dirichlet Process

Given a measurable space ( ℳ), a base probability distribution and 𝛼 > 0, the 

probability distribution of a measure is a Dirichlet process if for any finite partition

{𝐴1, … , 𝐴𝑟} of , the vector [𝐺(𝐴1), … , 𝐺(𝐴𝑟)]  
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Index set RVs

Dirichlet



DP Summary
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Problem: 𝜌1, 𝜌2, … is an infinite dimensional probability vector.  But the 

Dirichlet distribution is defined for finite dimensional spaces.

Definition: A DP is a distribution over probability measures such that for every finite 

partition, the probabilities of the partition elements follow a joint Dirichlet distribution. 



Questions?
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