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Abstract. Lattice Tester is a C++ software library offering tools to measure the
uniformity of lattices in the 7-dimensional integer space Z!. Such lattices may
come from quasi-Monte Carlo point sets or from multiple recursive linear random
number generators, for example. The uniformity measures include the length of a
shortest nonzero vector in the lattice or in its dual (the spectral test), and figures
of merit that use normalized versions of these lengths for projections of the
lattice on large subsets of coordinates, and take the worst-case over the considered
projections. This paper gives a brief tour of Lattice Tester, its algorithms, its
design, and numerical illustrations. More details and examples can be found in
the user’s guide and the code is freely available on GitHub.
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1 Introduction and Overview

The set of vectors of t successive outputs from a linear random number generator (RNG)
in scalar or matrix form, from all possible initial states, is known to be the intersection
of a lattice L, with the z-dimensional unit hypercube [0, 1)?. This holds in particular for
linear congruential generators (LCGs), multiple recursive generators (MRGs), multiply-
with-carry generators, and combinations of them [416l16117119/243235]]. Measuring the
uniformity of this lattice for a range of values of # and also of its projections over subsets
of coordinates is a key step in the theoretical analysis of such RNGs. The main measures
that we want to compute for these lattices are the lengths of shortest non-zero vectors in
the primal lattice L, or its dual lattice Ly, for the L? and L' norms. With the Euclidean
norm, the inverse of the length of a shortest nonzero vector in L} represents the maximal
distance between successive hyperplanes in a family of equidistant hyperplanes that
contain all the lattice points. We want this maximal distance to be as small as possible
for the points to cover the space evenly, i.e., the shortest length should be large. With
the L' norm, this length corresponds to the minimal number of hyperplanes that contain
all the lattice points in the unit cube. We also want it to be large. Note that all integer
multiples of any lattice vector are in the lattice. Thus, if there is a very short nonzero
vector in the primal lattice, its multiples form a line of equidistant lattice points that
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are very close to each other, which implies that the lattice points must be concentrated
on fewer lines, which is bad. So we also want the shortest nonzero vector in the primal
lattice to be large.

A small illustration. To illustrate this, Figure shows all the pairs (u,-1, u,) of succes-
sive outputs of the tiny linear congruential generator (LCG) defined by the recurrence
Xp = ax,—1 mod m and u, = x,/m, for m = 101 with @ = 12 (left) and a = 51 (right).
These 101 points have an obvious lattice structure. Each blue point can be expressed as an
integer linear combination of the two red vectors, v; = (1/101, a/101) and v, = (0, 1),
which form a basis of the lattice. The lattice contains all integer linear combinations of
the basis vectors, so it has an infinite number of points. The lattice points in the picture
are those that belong to the square [0, 1)2. On the right, the shortest nonzero vector is
small and the distance between the hyperplanes (the lines in this case) that contain all
the points is very large, so we have poor uniformity, whereas on the left they cover the
square more evenly.

Un+1 . : . . . Un+1

Fig. 1. Lattice structure for LCGs with m = 101, for a = 12 (left) and a = 51 (right).

Integral lattices and measures of uniformity. For general background on lattices in the
real space, see for example [2)3/40]. Computing the length of a shortest nonzero vector
in the dual lattice is known as the spectral test [[7114417127]].

Similar lattices are used for lattice rules, which are quasi-Monte Carlo integration
methods that estimate the integral of a function over the unit hypercube by its average
over a set of lattice points over the unit hypercube [8120422128/30/45]]. Bounds on the
worst-case integration error for certain classes of functions can be obtained in terms
of figures of merit (FOMs) that measure the uniformity of the lattice. Measuring the
uniformity is also essential in that setting. The main difference between these lattices
and those encountered in RNGs is that the number 7 of lattice points per unit of volume,
called the lattice density, is usually modest (at most in the millions) for lattice rules, but
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much larger (more than 2'%°) for RNGs. For this reason, the FOMs used for these two
applications typically differ. The most popular measures for lattice rules (e.g., P, with
weights [8120]) correspond to integration error bounds for certain classes of functions.
They require a computing time that increases at least linearly with 7 and are unusable
when n > 2%, The lattice structure of RNGs is usually analyzed via the spectral test,
whose computation requires exponential times in ¢ in the worst case but only logarithmic
time in 7, so very large values of n7 can be handled. The spectral test is also relevant and
has been used in FOMs for lattice rules [[13128/36.37].

The aim of this paper is to describe Lattice Tester, a software library written in C++
that offers tools to compute FOMs that serve as measures of uniformity for 7-dimensional
integral lattices, i.e., for which all lattice point coordinates are integers. In most cases
of interest, this integrality property already holds for the dual lattice, and it is obtained
for the primal lattice by rescaling all vector coordinates by an integer factor m > 1 that
typically corresponds to the modulus of the generator. In the small example seen earlier,
we would do this with m = 101. Then we work with the rescaled lattice A, = mL;
instead of the original one. The purpose of this rescaling is for all vector coordinates to
be integers, so they can always be represented exactly on the computer. The dual of the
original lattice is then the m-dual of the rescaled one.

What Lattice Tester does. The main facilities provided by Lattice Tester are the following:

A. Lattice Basis Construction. Given a set of vectors with integer coordinates, find a
basis for the lattice generated by these vectors.

B. Find the m-Dual Lattice Basis. Given a lattice basis, compute the corresponding
m-dual basis.

C. Lattice Basis Reduction (LBR). Given a lattice basis, find another basis whose
vectors are nearly orthogonal or as short as possible in some sense.

D. Shortest Vector Problem (SVP). Find a (provably) shortest nonzero lattice vector.

E. Figure of Merit Calculation. Compute a FOM that takes into account several lower-
dimensional projections of the lattice.

Problems A, B, and C are relatively easy, whereas D is harder. The NTL library [44]
already implements the LLL and BKZ procedures for Problem C, and we use these
implementations. For A and B, we have faster algorithms than what we have seen
before. For D, we use a branch-and-bound (BB) integer programming optimization
procedure based on the algorithm of [10], with some modifications. It is implemented
for both the L? and L' norms. It uses a Cholesky decomposition of a previously reduced
basis, and is much faster than the old spectral test algorithms given in [9l14]. We also
examine a variant that uses a triangular basis to compute the bounds.

The latest version of Lattice Tester is built largely over NTL [44]], which offers arbi-
trarily large integers and real numbers via the types NTL: : ZZ and NTL : : RR, polynomial
and modular arithmetic, and many useful tools. Lattice Tester has flexible types named
Int for integers and Real for real numbers. Int can be either int64_t or NTL: : ZZ,
whereas Real can be double, xdouble, quad_float, or NTL: :RR [23]]. The desired
types can be selected via template parameters used by the compiler to compile the code
with the types we want, so very large values of m can be handled with NTL: :RR if
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needed while the same code can run much faster by using double when this is suffi-
cient. NTL: :RR can handle large real numbers with arbitrary precision, but make the
computations much slower, often more than 50 times slower than using double, in our
experiments.

Lattice Tester is implemented as a library meant to be used by other software. Its
previous version is currently used by LatMRG [26] and by LatNet Builder [[29], which pro-
vide tools to construct lattice bases for specific applications. It also contains executable
programs that can serve as examples, including those we used for the experiments re-
ported in this paper. The software is available on GitHub [25] and a detailed user’s guide
can be found in [23]].

History. The main facilities offered by Lattice Tester were included in the old LatMRG
software [27]], whose first version was written around 1988 in the Modula-2 language,
and whose aim was to study the lattice structure of linear RNGs and search for good ones.
That Modula-2 version was used for [16/17018I311331134]], for example. It incorporated the
BB algorithm from [10], the LLL algorithm for pre-reduction, computing a Minkowski-
reduced basis, various types of representation of numbers, various figures of merit,
searching procedures, and more. It used a home-made Modula-2 library for the arithmetic
with arbitrarily large integers. After 2000, Modula-2 was no longer supported, and some
students and assistants started “translating” LatMRG into C++ and making changes and
extensions. This went on for about 15 years without reaching a final product. In 2014,
David Munger separated LatMRG in two pieces: (1) Latcommon, which later became
Lattice Tester, whose task is to compute measures of uniformity for arbitrary integer
lattices, and (2) a new LatMRG which uses those facilities to test the lattice structure of
RNGs and search for good generators under various types of constraints. The rationale
for this split was to make Lattice Tester smaller and more easily usable to analyze lattices
for other purposes than testing RNGs. Further changes were made by various people
after 2014. This evolution led to a code that was complicated, inconsistent, inefficient
in some places, and poorly documented. Recently, we decided to redesign and recode
Lattice Tester and LatMRG. Some new algorithms also came out of this. The aim of this
paper is to present the new Lattice Tester. Another (forthcoming) paper will present the
new LatMRG.

Outline. The remainder is organized as follows. In Section [2] we define the integral
lattices considered here, their m-dual, and we recall some properties. Section 3|explains
how to obtain a lattice basis from a set of generating vectors and compute its m-dual.
Section[doutlines our BB procedure to compute a shortest nonzero vector in the lattice.
In Section@ we briefly recall the notions of LLL and BKZ reduction, which are the main
ones used in the software. In Section[6] we define FOMs that the software can compute.
In Section[7] we report numerical results that provide insight on how the algorithms and
the software perform in practice. Section 8] provides a conclusion.
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2 Integral Lattices

The integral lattices considered here have the form

At= v:zV:

t
z;v; suchthat z = (zy,...,z,) €Z' ¢, (1)

j=1

where ¢ is a positive integer and V is a matrix whose rows vy, ...,v; are linearly
independent vectors in Z' which form a basis of the lattice. The density of A;, which
is the average number of lattice points per unit of volume, is 1/det(V) = det(V™").
When A; = mL, is a rescaled version of a (non-integral) lattice L, in the real space,
n; = m'/det(V) is the density of L,, and the cardinality of the point set L, N [0, 1)*. For
any subset of coordinates I = {iy,...,is} C {1,...,t}, the projection A; of A; over the
s-dimensional subspace determined by / is also an integral lattice

Let v -w denote the standard inner product of vectors v and w (for the L? norm). The
m-dual lattice of A; is Ay = {h € R" | h -v € mZ for all v € A,}. It is assumed that

A} C Z', soitis also an integral lattice. The m-dual of a given basis vy, . . ., v; is the set
of vectors wy, . .., w; in Z' such that v; ~wj =md;j, where 6;; = 1ifi = j,and 6;; =0
otherwise. The vectors wy, . .., w; are a basis of the m-dual lattice. They are the rows of

a matrix W = m(V~1)'. The density 1} of A} isn} = 1/;.

Since V - W' = mI and all the entries of V and W are integers, each vector me;
(m times the ith unit vector) can be expressed as an integer linear combination of the
rows of V and also the rows of W, so it must belong to both the primal and m-dual
lattices. This implies that all operations on vectors to construct or reduce a basis can be
performed modulo m, as long as this does not exclude a vector me; from the lattice.

3 Basis Construction

Often, a lattice basis is given directly from the problem specification. This is the case
in particular when the lattice corresponds to successive output values of a linear RNG
[[1441527]). But sometimes, we need to construct a basis for the lattice generated by a
finite set of vectors vy, . . ., v € Z' together with the vectors mey, . . ., me;. We may also
need the corresponding m-dual basis. This occurs in particular when we want a basis
for the projection A; of A; over a subset I of coordinates, and for its m-dual Aj. The
vectors me; always belong to the lattice and we always add them to the set of generating
vectors, often implicitly. Then the generated lattice always has ¢ dimensions.

Our fastest construction method returns either a lower-triangular or an upper-
triangular ¢ X ¢ matrix basis. For the upper-triangular case, it works as follows. We
start with s > 1 vectors vy, ..., vs, with v; = (v;1,...,0;,). We first replace each v; ;
by v;,; mod m, to obtain a set of s generating vectors with 0 < v; ; < m for all (i, j),
together with the vectors me;. If v; ;1 = 0 for all i, we put ¢; = m, and we take x| = me;
as our first basis vector. Otherwise, let ¢; = ged(vy 1, . . ., vs.1, m), assuming here that
the zero values are skipped. When computing ¢; with Euclid’s algorithm, we obtain
c1 =ap,1m+aj 01,1+ - -+as, 10, for some integers a; | with —m < a; 1 < m. Our first
triangular basis vector is x| = ay,1v; + - - - + a5,10s mod m and it has ¢; > 0 as its first
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coordinate. Since ¢ divides each nonzero v; 1, we can put v; = v; — (v;.1/c1)x; mod m
fori =1,...,s, so all these generating vectors now have zero as their first coordinate,
and their other coordinates are in Z,,. The new set vy, ...,v5, X1, mey, ..., me; gener-
ates the same lattice as before. Then we repeat the same process with the new vectors
v1,...,0Us, but using their second column, then with the third column, and so on, until
we have x1, ..., x; which form an upper-triangular basis.

A similar algorithm briefly described in Section 7 of [5] and in Section 3 of [27]]
was implemented in the Modula-2 version of LatMRG. That algorithm was modifying
the vectors x; along the way while computing the gcd. The algorithm described here is
about 5 times faster in our tests.

For a lower-triangular basis, we proceed in a symmetric way by first computing
¢y =ged(viyg, ... U5, M) =AM+ ay U1+ -+ dg Vs, fOr the last column, putting
either x;, = me; or x; = a; ;v; +- - - + a, vy mod m as our last basis vector, and so on.

Once we have a lattice basis V, computing its m-dual W means solving the linear
system VW' = mI. We have a general implementation of that based on some NTL
facilities. However, this is generally much too slow unless the dimension is very small.
Computing the m-dual is much easier and faster when the basis is triangular. When V is
upper-triangular, its m-dual W must be lower-triangular and its entries are given directly
by wi; = m/l)[,,' fori =1,...,t and w;,; = —ﬁ Zl/.(:j.,.l Uk, j Wi k forl <j<i<t
All these entries are integer and can be computed exactly using integer arithmetic. It
is important to recall that the m-dual of a projection is not the same as the projection
of the m-dual over the same coordinate set /. Concrete examples are given in [23]]. To
examine the m-dual of a projection, we need to construct a basis for the projection and
then compute its m-dual.

To construct a basis from a set of generating vectors, NTL applies an LLL reduction
to this set of vectors. The result is a set of ¢ vectors that form a basis, plus some zero
vectors. One advantage of this method is that the basis vectors are reduced, so they tend
to be shorter than with the triangular method. But the triangular method is faster, and
if an m-dual basis is also required, it can be computed much more efficiently from a
triangular basis.

4 Shortest Vector Problem

A key task of Lattice Tester is to compute a shortest nonzero vector in a lattice. Here we
assume that the lattice basis is given by the rows vy, ..., v, of the matrix V. The same
can be done with the m-dual instead of the primal lattice.

Any lattice vector v must be an integer linear combination of the basis vectors, so
finding a shortest nonzero vector for the L” norm can be formulated as the following
integer programming optimization problem with decision variables zy, . . ., z;:

t 3
Minimize |[v||, subjecttov =2V = Z ZiV;, Zi €7, Z |z;] > 0. (2)
i=1 i=1

In the following, we denote by b(p) the LP norm of the shortest currently-known vector
in this lattice. This vector may not be in the basis, but b(p) is an upper bound on the
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length of a shortest vector, and we are only interested in vectors shorter than that. As
in [10], we solve this problem via a branch-and-bound (BB) algorithm in which we fix
successively z;, then z;_1, then z;_», etc. At each step, for any fixed values of z;, ..., zj41
that we consider, we compute a finite range (interval) of values of z; such that all values
outside this range cannot lead to a better solution, and we scan the values of z; in this
range. A critical part of the algorithm is how we obtain these bounds. We examine and
compare two ways of doing that: (1) using a triangular basis and (2) via a Cholesky
decomposition of the matrix of scalar products of basis vectors.
Supose V = L is lower-triangular with elements ¢; ;. For v = zL, we have

t

t
Vg = Z Z[Zi,k = Zkfk,k + 71k where Ty = Z Zigi,k-
i=k i=k+1

Denoting s;(p) = Zl];:j+] |vg|P, we have

t
lloll5 ZZlvklp = sj-1(p) = vl +si(p) = |z;t;; +71;|P +5;(p).
k=

For v to be shorter than our current best, we must have s;_; (p) < b(p)?, which implies

=2 p) =[e; = 6;(p)] <z < e +8;(p)] =P = ()

where ¢; = —r;/{; ; is the center of the interval and 6;(p) = (b(p)? - sj(p))l/P/fj,j
is the radius when positive (otherwise the interval is empty).

The BB algorithm then works as follows. We start by computing the bounds (3)
for j = t. For each value of z; in the interval, we compute the bounds on z; | when
Zj,- .., Z are fixed and examine each value of z;_; in the interval. We do this recursively
forj=t-1,...,0. When j = 0, we are at a leaf of the BB tree, with z;, . . ., z; all fixed.
If z # 0, we check if the length of the corresponding vector zV is shorter than our best
one, in which case we save it. We repeat this until all tree nodes have been explored. The
Lattice Tester guide [23] provides additional explanations and implementation details.

By looking at the formula for ¢ ;(p), we see that we want b(p) as small as possible
and £; ; > 0 as large as possible, to reduce the width of the interval (E[) But since
1/ I—[;:] ;. j = 1/det(V) is the density of the lattice and is fixed, it is not possible to
increase all the £; ;’s. Typically, the projection of A, over any single coordinate contains
all the integers, which implies that {; , = 1 for any lower-triangular basis, and then the
number of values of z; to examine (at the first level of the tree) will always be very large,
which limits the efficiency of using a triangular basis to compute the bounds in the BB
algorithm. Numerical examples of this are given in [23].

Another way of getting bounds when p = 2 (the Euclidean norm) works as follows
[TUI0/4T]]. For an arbitrary basis V, let VV' = LL! where L is a lower-triangular matrix
with elements ¢; ;. This is the Cholesky decomposition of the matrix VV' of inner
products of the basis vectors, with the L?> norm. For any lattice vector v = zV, using the
same notation as in (3), we can write

t
loll3 = zVV'z' = zLL! ‘:Zui > 5;21(2) = |z;6, +riF+5;(2). (@)
k=1
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This gives the same bounds as in (E]), valid for p = 2.
This can be extended to bounds for 0 < p < 2 by noting that |[v]|> < [|v||,, in that

case. We can use this to show that the bounds (3]) are also valid for 0 < p < 2 if we take
6;(p) = (b(p)? - s]-(Z))l/z/fj,j. The details are in [23]].

5 Basis Reduction

An important first step before computing a shortest nonzero vector in a lattice is to
reduce the basis to make its vectors as short and orthogonal as we can in reasonable
time. In the real space R, a basis can be made orthogonal (exactly) via the Gram-
Schmidt orthogonalization (GSO) process, which modifies basis vectors by adding
linear combinations (with real coeflicients) of other basis vectors. The basis vectors
can also be made as short as we want. But for a lattice basis, we can only add linear
combinations with integer coefficients, and the basis vectors cannot be made as short as
we want. One of the many definitions of “reduced basis” in that setting, is the following.
A basis vy, ..., v, is called Hermite-Korkine-Zolotarev (HKZ)-reduced 2] if: (i) v; is a
shortest nonzero lattice vector; (ii) one cannot reduce another basis vector by adding an
integer multiple of v;; (iii) the projection of vy, . . ., v; on the subspace that is orthogonal
to vy is HKZ-reduced. Algorithms to compute a HKZ-reduced basis can be found in [2}
Chapter 11], but their running time is very long and exponential in 7.

A simple reduction method proposed and used in [9114] is pairwise reduction, where
at each step we try to reduce the length of one basis vector by adding an integer multiple
of another basis vector, and we stop when it is no longer possible to reduce the length
of any basis vector by adding an integer multiple of another basis vector. This is easy to
achieve but not sufficient for what we need for the BB algorithm.

The LLL reduction algorithm proposed in [38] is weaker than HKZ, but much
stronger than pairwise reduction. It provides in polynomial time a set of nearly orthogonal
basis vectors by approximating in some sense the GSO process. The returned basis is
called LLL reduced with factor 6 where 1/4 < 6 < 1 and ¢ is a parameter to specify.
For the details, see [23138140/43]]. A larger ¢ gives better reduction but takes more time.
Some authors fix ¢ at 3/4 [12I39/40]], but we prefer values closer to 1. Then, the returned
v; is typically not much longer than a shortest nonzero vector in the lattice.

A stronger reduction is the blockwise Korkine-Zolotarev (BKZ) reduction introduced
in [42], which essentially strengthens LLL by putting additional conditions that depend
on another parameter k called the block size. BKZ can be seen as an approximation of the
HKZ reduction. The larger is &, the stronger is the reduction. With k£ = 2 it is equivalent
to LLL-reduction. See [43] for an algorithm and further details. For 1/4 < § < 1 and
k > 2, the algorithm returns a basis that is BKZ-reduced with factor § for block sizes k.

The LLL and BKZ are implemented in NTL (for the L? norm only) and we use
these implementations with minor modifications. LLL and BKZ do not always return a
shortest vector; this is why we also need the BB algorithm.
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6 Figures of Merit That Examine Projections

When comparing generators, we look at shortest vector lengths for several values of ¢
and also for projections over subsets / of non-successive coordinates. These lengths are
normalized to values between 0 and 1: we divide the raw values by upper bounds on
the best possible value that can be achieved for the given lattice density and dimension.
In our setting, we assume that there is an integer k > 1 for which the density of Ay is
1 for s < k and m*=S for s > k, while the density of A; ism™ for s < k and m*
for s > k. (Do not confound this k with the BKZ block size defined earlier, both are
standard notation.) This assumption holds for the lattices that we are interested in. In
particular, for rank-1 lattice rules, we have k = 1, while for MRGs, k corresponds to the
order of the recurrence [27]]. There are several ways of selecting the upper bounds; see
[23] for the details.

To define a figure of merit (FOM) for the lattice, we select a class 7 of subsets of
coordinate indices I = {iy,...,is} C {1,...,t}, compute the normalized shortest vector
length for each one, perhaps divide it by a weight w; that depends on 7, and take either
the worst case (minimum) or the sum of these weighted normalized values as the FOM.
This can be done for either the primal or m-dual lattice, with either the L! or L2 norm.

As a concrete example, a standard FOM that is implemented takes 7 = S;(#;) U

Sy(t2) U---USy(tg) for some integer d > 1 and vector of integers ¢ = (¢1,...,14) > 0,
where S1(t;)) = {I ={1l,...,s} | d+1 < s < 1} and S;(¢t5) = {I = {i1,...,is} |
1<ij<---<ig<tgtfors=2,...,d. The worst-case FOM is then defined as
. . {r
My =M, ;= min mn ————— ®))

1<s<d I€S,(15) wy € (m, k)

where s = |I| and £* (m, k) is the normalization upper bound for the m-dual. This FOM
takes the worst case over all the projections over s successive dimensions ford < s < fq,
and over sets of possibly non-successive coordinates that are not too far apart in up
to d dimensions. Note that giving a smaller weight w; to a projection I reduces its
importance because the minimum in (3) is then less likely to reached by this projection.
This type of FOM was used in [19121128]], for example. The special case with d = 1 and
unit weights has been used for selecting LCGs and MRGs [1141711824].

When the lattice comes from a linear RNG based on a recurrence, adding the same
integer to all the indexes in the set I does not change the point set. Then, imposing the
extra condition /; = 1 in the definition of S,(#s) does not change the value of M;, .,
and reduces the number of sets / to consider. In our implementation, the user has the
choice of imposing this condition or not. We write the FOM Mt(l) when the condition
is imposed. In that case, the new set Ss(#,) has cardinality (t;'__ll) and th is a worst
case over (¢t — d) + Z;’zz (ts‘__ll) projections, which can be much smaller than when the
condition i1 = 1 is not imposed. For d = 4 and ¢, = 32 for all s, for example, we have
5,019 projections with the condition compared to 41, 444 without it.

When searching for a lattice with the best possible FOM in a given class, it is not
necessary to evaluate all the terms of the FOM for each candidate. We usually keep a
minimal passing target and discard a candidate as soon as we know its FOM will be
below the target. We call this early discard. In case we want to find the r best candidates,
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the target will usually be the FOM of the rth best retained candidate so far. The order
in which we evaluate the terms in (3] also has an impact on the speed of the search. It is
usually faster to evaluate the low-order terms first: start with the projections of S»(#2),
then S3(73), etc., and end with S (¢}).

One may also consider a two-stage strategy for the search. In the first stage, we
may use just a fast evaluation (e.g., only LLL and perhaps a vector ¢ with smaller
coordinates) to preselect a list of good candidates. In the second stage, we would further
test the retained candidates with a more complete evaluation including BKZ+BB, to
select the best ones. We may also consider more than two stages, narrowing the list
of candidates at each stage. At first, we thought that this would be the most effective
approach, but we found out in our experiments that a single stage is usually as good
or better. The reason is that maintaining a larger list in the first stage makes the early
discard less effective by reducing the passing target.

7 Experimental Results with Lattice Tester

We report a few results from experiments made to compare underlying algorithms,
evaluation methods, and search strategies, for lattices that correspond to LCGs with
with modulus m and multiplier a, similar to the small example of the introduction.
In each case, an initial basis V| for the rescaled lattice is obtained by taking v; =
(l,a,a2 mod m, . ..,a'"! mod m) and v; = me; fori = 2,...,t. For all the reported
results, m = 1099511627791, a prime integer near 2%, and the flexible types are Int =
NTL::ZZ, Real = double. The computations were made on a Intel Core i19-12900H
processor running Ubuntu. The programs used for these experiments (and many more)
are included in the GitHub distribution and explained in [23].

7.1 Comparing basis construction methods

Here we test and compare methods that construct a triangular or LLL-reduced basis,
in up to 70 dimensions. We start with the basis Vjy and apply LLL with § = 0.5 to
obtain another basis V| made of shorter vectors. Then we apply the lower-triangular
construction method of Section [3| to V; to obtain V,, we apply the upper-triangular
method to V to obtain V3, and we apply it again to V3 to construct V4, just to see how
much faster the algorithm runs when the basis is already upper-triangular. After that,
we compute Vs as the m-dual of Vy as in Section |3} and we apply LLL with § = 0.5 to
Vs to obtain a reduced m-dual basis Vs. We transform Vg to a lower-triangular m-dual
basis, then transform it to an upper-triangular m-dual basis, then repeat this with the
old triangularization method of [15]. We repeat all of this for 1000 different multipliers
a, in 10, 20, ..., 70 dimensions. For each type of transformation and each number of
dimensions, we collect the total computing time for the 1000 multipliers. These times
are reported in Figure 2}

We find that building a triangular primal basis or a lower-triangular m-dual basis
is much faster than applying LLL, although computing an upper-triangular m-dual
basis turns out to be slower than computing a lower-triangular one in this setting. The
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Num. dimens.: 10 20 30 40 50 60 70
LLL 0.5 65522 218894 404905 664439 998318 1441736 1978508
LowTri 7506 20418 32563 45374 59742 75688 92373
UppTri 7504 20460 33221 45965 60206 75519 91994
UppTri2 3356 7445 12948 20297 29253 39084 50442
mDualUp 2336 11207 35725 82420 155578 256210 395274

LLLDual 0.5 39642 107380 148186 197315 258669 335396 431495
LowTriDual 26896 81010 115344 156796 206513 262508 325442
UppTriDual 24431 102341 226101 381063 568147 786156 1025855
UppTriDualOld 76137 369105 833980 1511613 2457780 3725551 5353556

Fig. 2. Timings for basis construction methods in microseconds, with m = 1099511627791.

triangularization algorithm runs faster when the basis is already triangular. The old
triangulation algorithm (UppTriDual0ld) is about five times slower than the new one.

We made a similar experiment to assess the speed and effectiveness of the LLL
algorithm, using the same 1000 lattices. In the following, we use the notation LLLx
to denote LLL with factor 6 = O.x. From the initial basis Vj, we first apply LLLS
(6 = 0.5), then apply LLLS to the resulting basis, then LLL99, and finally LLL99999
(0 = 0.99999), each time recording the squared length of the shortest basis vector. After
that, we apply LLL99999 directly to Vj (this is labeled LLL99999-new). We want to
see if the incremental reduction could be faster and/or lead to a shorter shortest vector
than the direct reduction with the large 6. Then, we transform the reduced basis to
an upper-triangular one, compute its m-dual (which is lower triangular), and apply the
same sequence of LLL reductions to this m-dual basis. We repeated this for the 1000
multipliers a.

Figure [3|reports the timings and the average square length of the shortest vector for
each case, to assess the effectiveness of LLL. By comparing the average square lengths
for LLL with 6 = 0.5 and 6 = 0.99999 in Figure 3] we see that taking 6 closer to 1 gives
significantly shorter vectors. Performing LLL by increasing ¢ incrementally is often
faster than doing it directly with a ¢ very close to 1, and often leads to shorter vectors
than when we call LLL directly with the largest 6. This suggests that an incremental
approach may provide a better pre-reduction, which could lead to a faster BB algorithm
afterward. As an illustration, in Table[3] in 30 dimensions, the sum of times for LLL5,
LLLS, LLL99, and LLL99999 is about 1.13 seconds and the sum of square lengths of
shortest vectors after these reductions is about 4.219 x 10?°, whereas the corresponding
values for LLL99999-new are 1.87 seconds and 4.285 x 10?°. The behavior is similar
for the m-dual.

7.2 Testing reduction methods and the BB

We now compare the performances of different pre-reduction strategies when finding a
shortest nonzero vector with the BB algorithm, for both the primal and the m-dual, this
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Timings for different methods, in microseconds (104{-6} seconds):

Num. dimens.: 10 20 30 40 50 60 70
LLL5 64869 219722 403349 662631 992828 1425139 1952965
LLL8 9454 105528 320263 558927 867797 1249442 1740953
LLL99 6439 59711 324137 756823 1158413 1640169 2256611
LLL99999 4446 22733 87235 235154 217145 341597 525429
LLL99999-pnew 86986 664243 1867248 3270545 4839269 6671719 8795632
UppTri 7345 19610 38004 60208 78052 96182 116560
mDualUT 2173 10891 31267 69461 130790 221707 345579
LLL5-dual 38815 106590 145790 191292 248674 321531 414551
LLL8-dual 8910 88210 214656 285721 365275 465224 585702
LLL99-dual 6054 53389 250845 477284 605111 750198 922590

LLL99999-dual 4281 22005 72351 160969 253837 364170 474355
LLL99999-dnew 46986 258713 646636 937362 1079113 1239884 1424416

Average square length of shortest basis vectors:

Num. dimens.: 20 30 40 50 60
LLLS 2.1623e+23 9.0331e+23 1.2074e+24 1.2089%e+24 1.2089%e+24
LLL99999 1.1352e+23 4.2196e+23 9.4600e+23 1.2085e+24 1.2089%e+24
LLL99999-pnew 1.1383e+23 4.2847e+23 9.7951le+23 1.2085e+24 1.2089%e+24
LLL5-dual 46.535 39.233 35.574 33.287 31.688
LLL8-dual 26.056 17.529 16.349 15.647 15.085
LLL99999-dual 24.939 14.647 12.784 12.226 11.873
LLL99999-dnew  25.152 14.923 13.271 12.819 12.487

Fig. 3. Timings in microseconds and average square length for LLL with m = 1099511627791.

time with 50 choices of multipliers. For each strategy, the basis is pre-reduced and then
the BB algorithm is called to find a shortest vector. We compute the time to do this, the
square length of the shortest basis vector, and the number of calls to the recursive BB
procedure (the number of visited nodes in the BB tree). Figure [] reports the average
values for selected cases, for the m-dual lattices with the L? norm and using the Cholesky
decomposition for the BB. Here, BKZx-k means BKZ with factor 6 = 0.x and block
size of k, and “+BB” means that BB was applied.

We find that applying BKZ with a large k before the BB is much more effective
than applying LLL, especially in large dimensions, and using an incremental strategy
for LLL does not bring much gain when BKZ is applied. In 20 dimensions or less, we
do not see much difference between the pre-reduction methods applied before BB. But
if we apply only LLL, the BB gets much slower than with BKZ, even with § = 0.99999,
because the pre-reduction is not as good, so the BB tree has more nodes. If we apply
only LLL with a smaller 8, such as LLLS and LLL9, the BB fails frequently in the larger
dimensions, because there are way too many nodes to examine in the BB tree. This is
why LLL5+BB and LLL9+BB are not shown in the table. Doing the BB without any
LLL or BKZ reduction is also totally impractical, it fails most of the time even in 5
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DUAL lattice, Norm: L2NORM, Decomposition: CHOLESKY.

Num. dimensions: 5 10 20 30 40
Computing times in microseconds:

LLLS 667 2119 5420 7349 11160
LLL99999 586 2532 13435 32540 46944
BKZ99999-10 575 2509 17465 67577 168436
L5+L9+BKZ-10 663 2768 17659 65919 162216
LLL99999+BB 660 3207 19430 208532 73554207
BKZ99999-12+BB 517 2871 24310 152247 14199518
L5+L9+BKZ-12+BB 674 3355 24001 160298 12090483

Average square length of shortest basis vector:

LLL5 36783.7 255.0 46.82 40.64 36.38
LLL99999 36395.1 231.9 25.38 14.84 13.50
BKZ99999-10 36395.1 231.4 25.16 14.28 11.94
L5+L9+BKZ-10 36395.1 231.4 25.14 14.26 11.86
All +BB methods  36395.1 231.4 25.14 14.10 11.50

Average number of calls to the recursive BB procedure:

LLL99999+BB 5 16 793 129459 58161623
BKZ99999-12+BB 5 16 693 53608 11006050
L5+L9+BKZ-12+BB 5 16 668 56555 9309786

Fig. 4. Comparing pre-reductions for m = 1099511627791.

dimensions. Note that when BB is applied and succeeds, the length of the shortest basis
vector must be the same for all pre-reduction methods.

For the first four rows of the table, only pre-reductions are applied (no “+BB”).
These “methods” are much faster, but do not return a shortest vector, especially in large
dimensions. For instance, in 30 and 40 dimensions, the average square length is more
than three times larger after LLLS only than after BB. This is very significant!

Results for other values of m, higher dimensions, other Real types, for the primal
and dual lattices, the L' and L? norms, bounds based on a triangular basis, etc., are
given in [23]]. We find there that computing a shortest vector with the L' norm is slower
than with the L? norm with the Cholesky decomposition, and that using bounds based
on a triangular basis is usually much slower than with the Cholesky decomposition.

7.3 Searching for a lattice with the best FOM

This example compares different methods for finding the 3 best LCG multipliers a
among 100,000 different ones, in terms of the FOM Mt(l) for t = (t1,...,tq) =
(32,32, 16, 12, 10), for either the primal or the m-dual lattices. Method 1 computes all
the terms of the FOM for each a (no early discarding) using BKZ+BB with 6 = 0.99999
and k = 10. Method 2 applies the same BKZ+BB, but uses early discarding. Method
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3 applies only LLL with 6 = 0.99999 and also use early discarding. Method 4 uses
two stages with early discarding at each stage. The first stage uses only LLL.99999 and
retains the 50 best multipliers, while the second stage tests the latter as in Method 3.
Method 5 does the same but replaces ¢ by ¢y = (4,32, 16, 12) on the first stage. Table
summarizes the results. It gives the CPU time (in seconds) for each method, for the
primal and the m-dual. For Methods 4 and 5, we give the timing for each stage. We see
that the second stage takes negligible time compared to the first stage. Method 1 is much
too slow and Method 4 is not really competitive with Methods 2, 3, 5. Methods 4 and 5
are also not guaranteed to return the three best a, because there is a chance that one of
them could be eliminated in the first stage. In our experiment, all methods returned the
same best, but Methods 4 and 5 sometimes missed the second and third best. Moreover,
the two-stage approach was never faster in our tests.

Table 1. Timings for the search example with m = 1099511627791.

method primal m-dual
1. BKZ+BB, naive 24272 2253.2
2. BKZ+BB, discard 7.3 9.0
3. LLL only, discard 7.0 8.6
4. Two stages, stage 1 with LLL 134 15.1

stage 2 with BKZ+BB 0.024 0.03
5. Two stages, stage 1 with LLL and ¢, 7.2 9.6

stage 2 with BKZ+BB and ¢ 0.024 0.05

8 Conclusion

We have described Lattice Tester and showed examples of what it can do. Its main goal is
to compute a shortest nonzero vector in an integral lattice. This is done via a BB integer
programming algorithm. We have shown that applying strong pre-reductions such as
LLL or BKZ before the BB is practically essential for the algorithm to be effective in
large dimensions. LLL or BKZ alone often provide a very short vector by themselves,
sometimes a shortest one, but not always, especially in large dimensions. The user guide
[23] and the GitHub site [25] provide much more details about Lattice Tester, including
algorithm descriptions, examples, a detailed description of the API, and the source code.
We plan to use it in the near future to search for good parameters for new RNGs.
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