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• Efficient parameterization of quantum states with low entanglement

• Set of tools to decompose tensors in small interacting blocks (and manipulate them)

• A useful framework to analyze and simulate quantum circuits 

What are Tensor Networks?

DMRG
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Matrix Product States / Tensor Train

What are Tensor Networks?

dn parameters vs. O(dnR) parameters

R



Previous work
Building Bridges
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Classical vs. Quantum

● Coyle, Brian, et al. npj Quantum Information 6.1 (2020): 60.
● Adhikary, Sandesh, et al. International Conference on Artificial 

Intelligence and Statistics. PMLR, 2021.

Only non-negative elements

Hidden Markov models

Born machines



Previous work
Quantum Inspired / Tensor Network ML models
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Previous work
Learning Theory & Tensor Networks
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Previous work
Towards Adaptive Tensor Network Structures
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Current interests
Limits and promises of Quantum ML (QML) through the 

lens of Tensor Networks
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● Inductive biases and bias-variance trade-off in QML.
● Which quantum circuits can’t be simulated by Tensor Networks? How are they relevant to ML? 



Current interests
QML and Learning Theory
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● Generalization bounds for QML.
● What is the role of the optimization algorithm in the generalization capabilities of QML 

models?
● Benefits of depth in Quantum circuits for ML.
● Difficulties of optimizing quantum circuits.



Current interests
Probabilistic Sequence Modeling on Quantum Hardware
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● Going beyond Quantum-Inspired models
○ Tractable Operation with Tensor Networks        Tractable on Quantum Hardware

● Interconnected questions:
○ Which distributions can be expressed on quantum computers?
○ Which distributions can be learned on quantum computers?
○ Once a distribution is encoded as a quantum state, which complex inference tasks 

can we perform? 

● Beyond sequences: When/How can quantum 
computing help model complex distributions 
over structured data?

Born machines



Current interests
Explainability of ML models
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● Explainability and analysis of deep learning (DL) models through tensor networks and 
entanglement entropy

○ Particular interest in graph models
● Distilling DL models into tensor networks for efficient inference 
● Analyzing DL models using TN (how much entanglement can DL models capture?)



Current interests
Learning Quantum Circuit Designs
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● Can we learn/select quantum circuits adaptively from data/experiments? 
● The space of quantum circuits is combinatorial in nature… GFlowNets! 



Research Group
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Farzaneh Heidari (PhD)

TN to explain graph learning models

Jun Dai (postdoc)

Probabilistic Modeling on Quantum Hardware 
GFlowNets for Quantum Design


