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Estimating the unknown density from which a given independent sample originates is more difficult than estimating the mean, in the sense that for the best popular density estimators, the mean integrated square error converges slower than at the canonical rate of $O(1/n)$. When the sample is generated from a simulation model and we have control over how this is done, we can do better. We study an approach in which conditional Monte Carlo permits one to obtain a smooth estimator of the cumulative distribution function, whose sample derivative is an unbiased estimator of the density at any point, and therefore converges at a faster rate than the usual density estimators, under mild conditions. By combining this with randomized quasi-Monte Carlo to generate the sample, we can achieve an even faster rate.
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1. Introduction

Simulation is commonly used to generate independent realizations of a random variable $X$ that may represent a payoff, a cost, or a performance of some kind, and then to estimate from this sample the unknown expectation of $X$ together with a confidence interval (Asmussen and Glynn 2007, Law 2014). However, one can extract from the sample much more information than just a confidence interval on the mean. When $n$ is reasonably large, one may in fact estimate the entire distribution of $X$. Simple ways of showing this information is to plot the empirical cumulative distribution function (cdf) or (more commonly) a histogram of the observations. The histogram provides a better visual insight on the distribution. When $X$ is a continuous random variable, it can be interpreted as a rough sketch (or estimate) of the density of $X$.

There are more refined and efficient density estimation methods, the leading one being the kernel density estimator (KDE). Given $n$ independent realizations of $X$, the mean integrated square error
(MISE) of the KDE converges as \(O(n^{-4/5})\) in the best case, while a histogram can only achieve \(O(n^{-2/3})\). Both rates are slower than the canonical \(O(n^{-1})\) rate for the variance of the sample average as an unbiased estimator of the mean. The slower rate for the KDE, histogram, and other similar density estimators stems from the presence of bias. For a histogram, taking wider rectangles reduces the variance but increases the bias by flattening out the short-range density variations, and a compromise must be made to minimize the MISE. The same happens with the KDE, with the rectangle width replaced by the bandwidth of the kernel.

Can we construct density estimators that avoid bias? When the \(n\) observations of \(X\) are given and nothing else is known, as traditionally assumed in classical non-parametric statistics, nothing known beats the rate of the KDE (Scott 2015). But if the observations of \(X\) are generated by simulation and we have control of how this is done, there are opportunities to improve the density estimators. This is the subject of the present paper. We study two main ideas and their combination.

The first general idea is to build a smooth estimator of the cdf via conditional Monte Carlo (CMC), and take the sample derivative of this estimator to estimate the density. We call it a conditional density estimator (CDE). Under appropriate conditions, the CDE is unbiased and its variance is bounded uniformly by a constant divided by \(n\), so its MISE is \(O(n^{-1})\). This idea of using CMC was mentioned by Asmussen and Glynn (2007), page 146, Example 4.3, and further studied in Asmussen (2018), for the special case where the goal is to estimate the density of a sum of continuous random variables having a known distribution from which we can sample exactly. Asmussen (2018) simply “hides” the last term of the sum, meaning that this term is not generated or its actual value is erased, and he takes the conditional distribution of the sum given the other terms, to estimate the cdf, the density, the value at risk (VaR), and the conditional value at risk (CVaR) of the sum. CMC has also been studied for estimating the derivative of an expectation (L’Ecuyer and Perron 1994, Fu and Hu 1997) and the derivative of a quantile (Fu et al. 2009) with respect to a model parameter. Laub et al. (2019) propose a different (but related) approach that combines a clever change of variable with the likelihood ratio method for derivative estimation, to estimate the density of a sum of dependent random variables.

In this paper, we study the CMC method to estimate the cdf and density in a more general setting. We provide several examples in which \(X\) is not defined as a sum of random variables and where we hide (or erase) more than just one random variable to do the conditioning. We give conditions under which we can prove that the density estimator is unbiased. A key condition is that the conditional cdf must be a continuous function of the point \(x\) at which we estimate the density. Sometimes, this can be achieved only by hiding several variables and not only one. The variance of the density estimator may depend strongly on which variable(s) we hide, i.e., on what we are conditioning. We will illustrate this with several examples.
Once we have a smooth density estimator, the second strategy to further improve the convergence rate is to replace the independent uniform random numbers that drive the simulation by randomized quasi-Monte Carlo (RQMC) points. We prove in this paper that by combining these two strategies, under some conditions, we can obtain a density estimator whose MISE converges at a faster rate than $O(n^{-1})$, namely $O(n^{-2+\epsilon})$ for any $\epsilon > 0$. We also observe this faster rate empirically on numerical examples. Ben Abdellah et al. (2019) studied the combination of RQMC with a KDE for density estimation. They were able to prove a faster rate than $O(n^{-4/5})$ for the MISE when the RQMC points have a small number of dimensions, and they observed this faster rate empirically on examples. They also observed that the MISE reduction provided by RQMC degrades rapidly when the bandwidth is reduced (to reduce the bias) and that this degradation effect gets stronger when the dimension increases. The approach proposed in the present paper avoids this problem and is generally more effective than the KDE-RQMC combination.

The remainder is organized as follows. In Section 2, we define our general setting, recall some key facts about density estimators, introduce the general CMC method to build the CDEs considered in this paper, and prove some of their properties. In Section 3, we explain how to combine the CDE with RQMC and prove convergence properties for this combination. Section 5 reports experimental results with various examples. A conclusion is given in Section 6.

2. Model and CMC Density Estimator

We have a real-valued random variable $X$ that can be simulated from its exact distribution, but we do not know the cdf $F$ and density $f$ of $X$. Typically, $X$ will be an easily computable function of several other random variables with known densities. Our goal is to estimate $f$ over a finite interval $[a, b]$. Let $\hat{f}_n$ denote an estimator of $f$ based on a sample of size $n$. We measure the quality of $\hat{f}_n$ by the mean integrated square error (MISE), defined as

$$MISE = MISE(\hat{f}_n) = \int_a^b \mathbb{E}[\hat{f}_n(x) - f(x)]^2 \, dx.$$  \hfill (1)

The MISE can be decomposed as the sum of the integrated variance (IV) and the integrated square bias (ISB):

$$MISE = IV + ISB = \int_a^b \mathbb{E}(\hat{f}_n(x) - \mathbb{E}[\hat{f}_n(x)])^2 \, dx + \int_a^b (\mathbb{E}[\hat{f}_n(x)] - f(x))^2 \, dx.$$

A standard way of constructing $\hat{f}_n$ when $X_1, \ldots, X_n$ are $n$ independent realizations of $X$ is via a KDE, defined as follows (Parzen 1962, Scott 2015):

$$\hat{f}_n(x) = \frac{1}{nh} \sum_{i=1}^n k \left( \frac{x - X_i}{h} \right),$$
where the kernel \( k \) is a probability density over \( \mathbb{R} \), usually symmetric about 0 and non-increasing over \([0, \infty)\), and the constant \( h > 0 \) is the bandwidth, whose role is to stretch [or compress] the kernel horizontally to smooth out [or unsmooth] the estimator \( \hat{f}_n \).

Historically, this type of density estimator was developed for the setting in which \( X_1, \ldots, X_n \) are given a priori, and it works in exactly the same way if \( X_1, \ldots, X_n \) are independent observations generated by simulation. However, when the observations are generated from a simulation model, there is often an opportunity to do better.

Since the density of \( X \) is the derivative of its cdf, \( f(x) = F'(x) \), a natural idea would be to take the derivative of an estimator of the cdf as a density estimator. The simplest candidate for a cdf estimator is the empirical cdf

\[
\hat{F}_n(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}[X_i \leq x],
\]

but by taking its derivative we obtain \( d\hat{F}_n(x)/dx = 0 \) almost everywhere, so this one cannot be a useful density estimator. Here, \( \hat{F}_n(x) \) is an unbiased estimator of \( F(x) \) at each \( x \), but its derivative is a biased estimator of \( F'(x) \). That is, because of the discontinuity of \( \hat{F}_n \), we cannot exchange the derivative and expectation:

\[
0 = \mathbb{E}\left[\frac{d\hat{F}_n(x)}{dx}\right] \neq \frac{d\mathbb{E}[\hat{F}_n(x)]}{dx} = F'(x).
\]

A continuous estimator of \( F \) can be constructed by CMC, as follows. Replace the indicator \( \mathbb{I}[X \leq x] \) by its conditional cdf given filtered (reduced) information \( \mathcal{G} \):

\[
F(x \mid \mathcal{G}) \overset{\text{def}}{=} \mathbb{P}[X \leq x \mid \mathcal{G}],
\]

where \( \mathcal{G} \) is a sigma-field that contains not enough information to reveal \( X \) but enough to compute \( F(x \mid \mathcal{G}) \). Here, knowing the realization of \( \mathcal{G} \) means knowing the realizations of all \( \mathcal{G} \)-measurable random variables. Under the following assumption, we prove that \( F'(x \mid \mathcal{G}) = dF(x \mid \mathcal{G})/dx \) is an unbiased estimator of \( f(x) \) whose variance is bounded uniformly in \( x \). Note that since \( F(\cdot \mid \mathcal{G}) \) cannot decrease, \( F'(\cdot \mid \mathcal{G}) \) is never negative.

**Assumption 1.** For all realizations of \( \mathcal{G} \), \( F(x \mid \mathcal{G}) \) is a continuous function of \( x \) over the interval \([a, b]\), and is differentiable except perhaps at a countable set of points \( D(\mathcal{G}) \subset [a, b] \). There is also a random variable \( \Gamma \) defined over the same probability space as \( F(x \mid \mathcal{G}) \), such that \( \mathbb{E}[\Gamma^2] \leq K_\gamma \) for some constant \( K_\gamma < \infty \), and for which \( \sup_{x \in [a, b] \setminus D(\mathcal{G})} F'(x \mid \mathcal{G}) \leq \Gamma \).

**Theorem 1.** Under Assumption 1, for all \( x \in [a, b] \setminus D(\mathcal{G}) \), \( \mathbb{E}[F'(x \mid \mathcal{G})] = f(x) \) and \( \text{Var}[F'(x \mid \mathcal{G})] \leq K_\gamma \).
Proof. We adapt the proof of Theorem 1 of L’Ecuyer (1990). By the mean value inequality theorem of Dieudonné (1969), Theorem 8.5.3, which is a form of mean value theorem for non-differentiable functions, for every \( x \in [a, b] \) and \( \delta > 0 \), with probability 1, we have

\[
0 \leq \frac{\Delta(x, \delta, \mathcal{G})}{\delta} \defeq \frac{F(x + \delta \mid \mathcal{G}) - F(x \mid \mathcal{G})}{\delta} \leq \sup_{y \in [x, x + \delta] \setminus \mathcal{D}(\mathcal{G})} F'(y \mid \mathcal{G}) \leq \Gamma.
\]

Then, by the dominated convergence theorem,

\[
\mathbb{E} \left[ \lim_{\delta \to 0} \frac{\Delta(x, \delta, \mathcal{G})}{\delta} \right] = \lim_{\delta \to 0} \mathbb{E} \left[ \frac{\Delta(x, \delta, \mathcal{G})}{\delta} \right],
\]

which shows the unbiasedness. Moreover, \( \text{Var}[F'(x \mid \mathcal{G})] \leq \mathbb{E}[\Gamma^2] \leq K_\gamma \). \( \Box \)

Suppose now that \( \mathcal{G}^{(1)}, \ldots, \mathcal{G}^{(n)} \) are \( n \) independent realizations of \( \mathcal{G} \), so \( F(x \mid \mathcal{G}^{(1)}), \ldots, F(x \mid \mathcal{G}^{(n)}) \) are independent realizations of \( F(x \mid \mathcal{G}) \), and consider the CDE

\[
\hat{f}_{\text{cde},n}(x) = \frac{1}{n} \sum_{i=1}^{n} F'(x \mid \mathcal{G}^{(i)}).
\]

It follows from Theorem 1 that \( \text{ISB}(\hat{f}_{\text{cde},n}) = 0 \) and \( \text{MISE}(\hat{f}_{\text{cde},n}) = \text{IV}(\hat{f}_{\text{cde},n}) \leq (b - a) K_\gamma / n \). An unbiased estimator of this IV is given by

\[
\hat{\text{IV}} = \hat{\text{IV}}(\hat{f}_{\text{cde},n}) = \frac{1}{n} \int_{a}^{b} \sum_{i=1}^{n} \left[ F'(x \mid \mathcal{G}^{(i)}) - \hat{f}_{\text{cde},n}(x) \right]^2 \, dx.
\] (2)

In practice, this integral can be approximated by evaluating the integrand at a finite number of evaluation points over \([a, b]\) and taking the average, multiplied by \((b - a)\).

It is well known that in general, to estimate \( \mathbb{E}[X] \), a CMC estimator never has a larger variance than \( X \) itself, and the more information we hide, the smaller the variance. That is, if \( \mathcal{G} \subset \tilde{\mathcal{G}} \) are two sigma-fields such that \( \mathcal{G} \) contains only a subset of the information of \( \tilde{\mathcal{G}} \), then

\[
\text{Var}[\mathbb{E}[X \mid \mathcal{G}]] \leq \text{Var}[\mathbb{E}[X \mid \tilde{\mathcal{G}}]] \leq \text{Var}[X].
\] (3)

Noting that \( F(x \mid \mathcal{G}) = \mathbb{E}[\mathbb{I}[X \leq x] \mid \mathcal{G}] \), we also have

\[
\text{Var}[F(x \mid \mathcal{G})] \leq \text{Var}[F(x \mid \tilde{\mathcal{G}})] \leq \text{Var}[\mathbb{I}[X \leq x]] = F(x)(1 - F(x)).
\]

Thus, (3) applies as well to the (conditional) cdf estimator.

However, applying it to the CDE, which is the derivative of the conditional cdf, is less straightforward. It is obviously not true that \( \text{Var}[F'(x \mid \mathcal{G})] \leq \text{Var}[\mathbb{I}[X \leq x]/dx] \) because the latter is zero almost everywhere. Nevertheless, we can prove the following.

**Theorem 2.** If \( \mathcal{G} \subset \tilde{\mathcal{G}} \) both satisfy Assumption 1, then for all \( x \in [a, b] \), we have \( \text{Var}[F'(x \mid \mathcal{G})] \leq \text{Var}[F'(x \mid \tilde{\mathcal{G}})] \).
Proof. The result does not follow directly from (3) because $F'$ is not an expectation; this is why the proof does a little detour. For an arbitrary $x \in [a, b]$ and a small $\delta > 0$, define the random variable $I = I(x, \delta) = \mathbb{I}[x < X \leq x + \delta]$. We have $\mathbb{E}[I \mid \mathcal{G}] = F(x + \delta \mid \mathcal{G}) - F(x \mid \mathcal{G})$, as in the proof of Theorem 1, and similarly for $\tilde{\mathcal{G}}$. Using (3) with $I$ in place of $X$ gives

$$\text{Var}\left[\mathbb{E}[I \mid \mathcal{G}]\right] \leq \text{Var}\left[\mathbb{E}[I \mid \tilde{\mathcal{G}}]\right].$$

(4)

We have

$$F'(x \mid \mathcal{G}) = \lim_{\delta \to 0} \frac{F(x + \delta \mid \mathcal{G}) - F(x \mid \mathcal{G})}{\delta} = \lim_{\delta \to 0} \mathbb{E}[I(x, \delta) / \delta \mid \mathcal{G}]$$

and similarly for $\tilde{\mathcal{G}}$. Combining this with (4), we obtain

$$\text{Var}\left[F'(x \mid \mathcal{G})\right] = \text{Var}\left[\lim_{\delta \to 0} \mathbb{E}[I(x, \delta) / \delta \mid \mathcal{G}]\right]$$

$$= \lim_{\delta \to 0} \text{Var}\left[\mathbb{E}[I(x, \delta) / \delta \mid \mathcal{G}]\right]$$

$$\leq \lim_{\delta \to 0} \text{Var}\left[\mathbb{E}[I(x, \delta) / \delta \mid \tilde{\mathcal{G}}]\right]$$

$$= \text{Var}\left[\lim_{\delta \to 0} \mathbb{E}[I(x, \delta) / \delta \mid \tilde{\mathcal{G}}]\right]$$

$$= \text{Var}\left[F'(x \mid \tilde{\mathcal{G}})\right],$$

in which the exchange of “Var” with the limit (at two places) can be justified by a similar argument as in Theorem 1. More specifically, we need to apply the dominated convergence theorem to $\mathbb{E}[I(x, \delta) / \delta \mid \mathcal{G}]$, which is just the same as in Theorem 1, and also to its square, which is also valid because the square is bounded uniformly by $\Gamma^2$. This completes the proof.

When none of $\mathcal{G}$ or $\tilde{\mathcal{G}}$ is a subset of the other, the previous theorem does not help, but the variances of the corresponding conditional density estimators may differ significantly. Generally speaking, we want to choose $\mathcal{G}$ so that the density of $X$ conditional on $\mathcal{G}$ is spread out rather than being concentrated in a narrow peak. We give simple examples of this, to provide insight.

Example 1. Asmussen (2018) studied the special case where $X$ is a sum of $d$ independent continuous random variables, $X = Y_1 + \cdots + Y_d$, where the $Y_j$ have common cdf $F_0$ and density $f_0$, and $\mathcal{G}$ is obtained by hiding $Y_d$. That is, we take

$$\mathcal{G} = S_{-d} = \sum_{j=1}^{d-1} Y_j,$$

so that

$$F(x \mid \mathcal{G}) = \mathbb{P}[X \leq x \mid S_{-d}] = \mathbb{P}[Y_d \leq x - S_{-d}] = F_0(x - S_{-d})$$

and the density estimator becomes $F'(x \mid \mathcal{G}) = f_0(x - S_{-d})$. 

This easily extends to the case where the $Y_j$’s have different continuous distributions and $G$ is defined by hiding $Y_k$ for an arbitrary $k$. We take

$$G = G_k = S_{-k} \overset{\text{def}}{=} \sum_{j=1, j \neq k}^d Y_j,$$

If $F_k$ and $f_k$ are the cdf and density of $Y_k$, we have

$$F(x \mid G_k) = \mathbb{P}[X \leq x \mid S_{-k}] = \mathbb{P}[Y_k \leq x - S_{-k}] = F_k(x - S_{-k})$$

and the density estimator becomes $F'(x \mid G_k) = f_k(x - S_{-k})$. This idea also works if the $Y_j$ are not independent; it suffices to replace $f_k$ by the density of $Y_k$ conditional on the other $Y_j$’s that we have generated. Of course, it is practical only if the conditional density is easy to compute.

**Example 2.** The previous example can be generalized as follows. Let $X = h(Y_1, \ldots, Y_d)$ where the $Y_j$ are as in Example 1, with cdf $F_j$ and density $f_j$, and we define $G_k$ again by erasing a continuous $Y_k$, except that in general $G_k$ is not a sum. We can write $G_k = (Y_1, \ldots, Y_{k-1}, Y_{k+1}, \ldots, Y_d)$. The CDE $F'(x \mid G_k)$ will be related to the density $f_k$ and will depend on the form of $h$.

As a simple illustration, if $X = (Y_1 + Y_2^2)/Y_3$ where $Y_3$ is always positive, has a continuous distribution, and $k = 3$, then $F(x \mid G_3) = \mathbb{P}(X \leq x \mid Y_1, Y_2) = \mathbb{P}(Y_3 \geq (Y_1 + Y_2^2)/x) = 1 - F_3((Y_1 + Y_2^2)/x)$ and the density estimator at $x$ is

$$F'(x \mid G_3) = f_3((Y_1 + Y_2^2)/x)(Y_1 + Y_2^2)/x^2.$$

If $k = 2$ instead, then $F(x \mid G_2) = \mathbb{P}(X \leq x \mid Y_1, Y_3) = \mathbb{P}(|Y_2| \leq (Y_3x - Y_1)^{1/2}) = F_2(Z(x)) - F_2(-Z(x))$ where $Z(x) = (Y_3x - Y_1)^{1/2}$, and the density estimator at $x$ is

$$F'(x \mid G_2) = (f_2(Z(x)) + f_2(-Z(x)))dZ(x)/dx = (f_2(Z(x)) - f_2(-Z(x)))Y_3/(2Z(x)).$$

This second estimator could be problematic if $Z(x)$ can take values near 0; this shows that a good choice of $k$ can be crucial in general.

**Example 3.** The following tiny example provides further insight into the choice of $G$. Suppose $X$ is the sum of two independent uniform random variables: $X = Y_1 + Y_2$ where $Y_1 \sim \mathcal{U}(0, 1)$ and $Y_2 \sim \mathcal{U}(0, \epsilon)$ for some small $\epsilon > 0$. The exact density of $X$ here is $f(x) = x/\epsilon$ for $0 \leq x \leq \epsilon$, $f(x) = 1$ for $\epsilon \leq x \leq 1$, and $f(x) = (1 + \epsilon - x)/\epsilon$ for $1 \leq x \leq 1 + \epsilon$. Figure 1 illustrates this density.

Using the notation of Example 1, with $G = G_1$, we have $F(x \mid G_1) = \mathbb{P}[X \leq x \mid Y_2] = \mathbb{P}[Y_1 \leq x - Y_2 \mid Y_2] = x - Y_2$ and the density estimator is $F'(x \mid G_1) = 1$ for $Y_2 \leq x \leq 1 + Y_2$, and 0 elsewhere. If $G = G_2$ instead, then $F(x \mid G_2) = \mathbb{P}[Y_2 \leq x - Y_1 \mid Y_1] = (x - Y_1)/\epsilon$ and the density estimator is $F'(x \mid G_2) = 1/\epsilon$ for $Y_1 \leq x \leq \epsilon + Y_1$, and 0 elsewhere. In both cases, the density estimator with one
Example 4. Where \( \epsilon \) variance is \( n f \) \( G \) \( x \) \( \hat{G} \) and \( \varphi \) \( K \) can take \( \Gamma = 1 \) and \( 2 \). For \( \mathcal{G}_1 \) we can take \( \Gamma = K_\gamma = 1 \), and for \( \mathcal{G}_2 \) we can take \( \Gamma = \epsilon^{-1} \) and \( K_\gamma = \epsilon^{-2} \). When \( \epsilon \) is small, \( \mathcal{G} = \mathcal{G}_2 \) gives a density estimator \( \hat{f}_{cde,n} \) which is a sum of high narrow peaks; it has much larger variance than with \( \mathcal{G} = \mathcal{G}_1 \).

The constants \( K_\gamma \) give upper bounds on the variance at any given \( x \). For this simple example, we can also derive exact formulas for the IV of the CDE under MC. For \( \mathcal{G} = \mathcal{G}_1 \), \( F'(x \mid \mathcal{G}_1) = \mathbb{I}[Y_2 \leq x \leq 1 + Y_2] \) is a Bernoulli random variable with mean \( \mathbb{P}[x - 1 \leq Y_2 \leq x] = f(x) \), so its variance is \( f(x)(1 - f(x)) \). Integrating this over \([0, 1 + \epsilon]\) gives IV = \( \epsilon/3 \) for one sample. For a sample of size \( n \), this gives IV = \( \epsilon/(3n) \). For \( \mathcal{G} = \mathcal{G}_2 \), \( F'(x \mid \mathcal{G}_2) = \mathbb{I}[Y_1 \leq x \leq \epsilon + Y_1]/\epsilon \) has also mean \( f(x) \), but its variance is \( \epsilon^{-1} f(x)(1 - \epsilon f(x)) \). Integrating over \([0, 1 + \epsilon]\) gives IV = \( 1/\epsilon - 1 + \epsilon/3 \) for one sample.

Example 5. If \( X \) is the sum of two independent normal random variables \( X = Y_1 + Y_2 \) where \( Y_1 \sim \mathcal{N}(0, \sigma_1^2) \) and \( Y_2 \sim \mathcal{N}(0, \sigma_2^2) \), where \( \sigma_1^2 + \sigma_2^2 = 1 \), so \( X \sim \mathcal{N}(0, 1) \). With \( \mathcal{G} = \mathcal{G}_2 \), we have \( F(x \mid \mathcal{G}_2) = \mathbb{P}[Y_2 \leq x - Y_1] = \Phi((x - Y_1)/\sigma_2) \) and the CDE is \( F'(x \mid \mathcal{G}_2) = \phi((x - Y_1)/\sigma_2)/\sigma_2 \).

Assumption 1 is easily verified with \( \Gamma = \phi(0)/\sigma_2 \) and \( K_\gamma = \Gamma^2 \), so this estimator is unbiased for \( f(x) = \phi(x) \). Its variance is

\[
\text{Var}[\phi((x - Y_1)/\sigma_2)/\sigma_2] = \mathbb{E}[\exp[-(x - Y_1)^2/2\sigma_2^2]]/(2\pi\sigma_2^2)] - \phi^2(x) \\
= \frac{1}{\sigma_2^2\sqrt{2\pi}} \mathbb{E}[(x - Y_1)/\sigma_2] - \phi^2(x) \\
= \frac{1}{\sigma_2\sqrt{2\pi(1 + \sigma_1^2)}} \phi \left( \frac{\sqrt{2}x}{\sqrt{1 + \sigma_1^2}} \right) - \phi^2(x). \tag{5}
\]

Example 5. If \( X \) is the min or max of two or more continuous random variables, then in general \( F(\cdot \mid \mathcal{G}_k) \) is not continuous, so Assumption 1 does not hold. To illustrate this, let \( X = \max(Y_1, Y_2) \) where \( Y_1 \) and \( Y_2 \) are two independent continuous random variables. With \( \mathcal{G} = \mathcal{G}_2 \) (we hide \( Y_2 \)), we have

\[
\mathbb{P}[X \leq x \mid Y_1 = y] = \begin{cases} 
\mathbb{P}[Y_2 \leq x \mid Y_1 = y] = F_2(x) & \text{if } x \geq y; \\
0 & \text{if } x < y.
\end{cases}
\]

If \( F_2(y) > 0 \), this function is discontinuous at \( x = y \).
Likewise, if $X = \min(Y_1, Y_2)$ instead, with $\mathcal{G} = \mathcal{G}_1$, we have

$$P[X \leq x \mid Y_1 = y] = \begin{cases} F_2(x) & \text{if } x < y; \\ 1 & \text{if } x \geq y, \end{cases}$$

Again, if $F_2(y) < 1$, this function is discontinuous at $x = y$, so Assumption 1 is not satisfied.

### 3. Combining RQMC with the CMC density Estimator

In this section, we examine how we can use RQMC with the CDE, and under what conditions we can provably obtain a faster convergence rate for the IV of the resulting unbiased estimator.

We first recall some basic facts about QMC and RQMC. Extensive coverages and tutorials can be found in Niederreiter (1992), Dick and Pillichshammer (2010), L’Ecuyer (2009), and L’Ecuyer (2018), for example.

For a function $g: [0,1)^s \to \mathbb{R}$, the integration error by the average over a point set $P_n = \{u_1, \ldots, u_n\} \subset [0,1]^s$ is defined by

$$E_n = \frac{1}{n} \sum_{i=1}^{n} g(u_i) - \int_{[0,1]^s} g(u) du.$$

Classical QMC theory bounds this error as follows. Let $v \subset S := \{1, \ldots, s\}$ denote an arbitrary subset of coordinates. For any point $u = (u_1, \ldots, u_s) \in [0,1]^s$, $u_v$ denotes the projection of $u$ on the coordinates in $v$ and $(u_v, 1)$ is the point $u$ in which $u_j$ is replaced by 1 for each $j \not\in v$. Let $g_v := \partial_v g / \partial u_v$ denote the partial derivative of $g$ with respect to all the coordinates in $v$. When $g_v$ exists and is continuous for $v = S$ (i.e., for all $v \subset S$), the Hardy-Krause (HK) variation of $g$ can be written as

$$V_{HK}(g) = \sum_{\emptyset \neq v \subset S} \int_{[0,1]^{|v|}} |g_v(u_v, 1)| du_v. \quad (6)$$

On the other hand, the star-discrepancy of $P_n$ is

$$D^*(P_n) = \sup_{u \in [0,1]^s} \left| \frac{|P_n \cap [0,u]|}{n} - \text{vol}[0,u] \right|$$

where $\text{vol}[0,u]$ is the volume of the box $[0,u)$. The classical Koksma-Hlawka (KH) inequality bounds the absolute error by the product of these two quantities, one that involves only the function $g$ and the other that involves only the point set $P_n$:

$$|E_n| \leq V_{HK}(g) \cdot D^*(P_n). \quad (7)$$

There are explicit construction methods (e.g., digital nets, lattice rules, and polynomial lattice rules) of deterministic point sets $P_n$ for which $D^*(P_n) = \mathcal{O}(\log n)^{s-1}/n = \mathcal{O}(n^{-1+\epsilon})$ for all $\epsilon > 0$. This means that functions $g$ for which $V_{HK}(g) < \infty$ can be integrated by QMC with a worst-case
error that satisfies \(|E_n| = \mathcal{O}(n^{-1+\varepsilon})\). There are also known methods to randomize these point sets \(P_n\) in a way that each randomized point \(u_i\) has the uniform distribution over \([0, 1]^\alpha\), so \(\mathbb{E}[E_n] = 0\), and the \(\mathcal{O}(n^{-1+\varepsilon})\) discrepancy bound is preserved, which gives
\[
\text{Var}[E_n] = \mathbb{E}[E_n^2] = \mathcal{O}(n^{-2+\varepsilon}).
\] (8)

The definitions of variation and discrepancy given above are only one pair among a whole range of possibilities. In particular, there are versions of (7) with a discrepancy that converges as \(\mathcal{O}(n^{-\alpha+\varepsilon})\) for \(\alpha > 1\), but with more restrictive definitions of the variation (stronger smoothness requirements on \(g\)). See Dick and Pillichshammer (2010).

To apply this theory and the variance bound (8) to the CDE, we must be able to write \(F(x \mid \mathcal{G}) = \tilde{g}(x, u)\) and \(F'(x \mid \mathcal{G}) = \tilde{g}'(x, u) = d\tilde{g}(x, u)/dx\) for some function \(\tilde{g} : [a, b] \times [0, 1]^s\) for which \(\tilde{g}'(x, \cdot)\) has bounded HK variation for each \(x\). To prove the bounded variation, we need to take the partial derivative of \(\tilde{g}'(x, u)\) with respect to each subset of coordinates of \(u\) and show that the integral of each such partial derivative is finite. To give an idea of how this can be done, we will do it for some examples. In many applications, this verification can be too complicated, and in some cases we may even know in advance that the HK variation is not bounded, but RQMC can still bring an important variance reduction, so it is often a good idea to just try it and see empirically.

**Example 6.** Consider a sum of random variables as in Example 1, with an important variance reduction, so it is often a good idea to just try it and see empirically.

\[\text{Suppose that each } g(x, u) \text{ is generated by } G_k \text{ with the uniform distribution over } [0, 1]. \text{ Without loss of generality, let } k = d. \text{ Suppose that each } Y_j \text{ is generated by inversion from } U_j \sim U(0, 1), \text{ so } Y_j = F_j^{-1}(U_j) \text{ and } S_{-d} = F_1^{-1}(U_1) + \cdots + F_s^{-1}(U_s) \text{ with } s = d - 1. \text{ This gives } \tilde{g}(x, u) = F_d(x - S_{-d}) = F_d(x - F_1^{-1}(U_1) - \cdots - F_s^{-1}(U_s)) \text{ and } \tilde{g}'(x, u) = f_d(x - S_{-d}) = f_d(x - F_1^{-1}(U_1) - \cdots - F_s^{-1}(U_s)). \text{ The partial derivatives of this last function are}
\]
\[
\tilde{g}_d(x, u, \cdot, 1) = f_d^{(\nu)}(x - S_{-d}) \prod_{j \in \nu} \frac{\partial (F_j^{-1}(U_j))}{\partial U_j}.
\]

So the functions \(F_j^{-1}\) must be differentiable over \((0, 1)\) for \(j = 1, \ldots, d - 1\), the density \(f_d\) must be \(s\) times differentiable, and the integral of \(|\tilde{g}_d(x, u, \cdot, 1)|\) with respect to \(u\) must be finite.

For the special case of Example 3, with \(G = G_2\) and \(Y_1 = U_1\), we have \(\tilde{g}(x, u) = \tilde{g}'(x, U_1) = \|U_1 \leq x \leq \epsilon + U_1\|/\epsilon = \|x - \epsilon \leq U_1 \leq x\|/\epsilon). \text{ This function is not continuous, but its HK variation (not given by (6) in this case) is } 2/\epsilon < \infty. \text{ The behavior with } G = G_1 \text{ is similar and the HK variation is } 2.

For Example 4, if \(G = G_2\), we have \(Y_1 = \sigma_1 \Phi^{-1}(U_1)\) where \(U_1 \sim U(0, 1)\). Then, \(F(x \mid \mathcal{G}_2) = F_2(x - Y_1) = \Phi((x - Y_1)/\sigma_2)\) and \(F'(x \mid \mathcal{G}_2) = \phi((x - \sigma_1 \Phi^{-1}(U_1))/\sigma_2)/\sigma_2 = \tilde{g}'(x, U_1)\). Taking the derivative with respect to \(u\) and noting that \(d\Phi^{-1}(u)/du = 1/\phi(\Phi^{-1}(u))\) yields
\[
\tilde{g}'_d(x, u) = \frac{\phi'((x - \sigma_1 \Phi^{-1}(u))/\sigma_2) \sigma_1}{\sigma_2^2 \phi(\Phi^{-1}(u))}.
\]
for \( v = \{1\} = S \) (the only subset in this case). Integrating this with respect to \( u \) by making the change of variable \( z = \Phi^{-1}(u) \) gives

\[
\int_0^1 \tilde{g}_v'(x,u)du = \frac{\sigma_1}{\sigma_2} \int_{-\infty}^{\infty} |\phi'((x - \sigma_1 z)/\sigma_2)|dz < \infty,
\]

because \( |\phi'(\cdot)| \) is bounded by \( \phi(\cdot) \) multiplied by the absolute value of a polynomial of degree 1.

In the examples seen so far, \( G \) can be summarized by a single real number, but this is not always true in general and also not necessary.

### 4. Convex combination of conditional density estimators

When there are many possible choices of \( G \) for a given problem, one may try to pick the best one, but sometimes a better approach is to select more than one and take a convex linear combination of the corresponding CDEs as the final density estimator.

More specifically, suppose \( \hat{f}_{0,n}, \ldots, \hat{f}_{q,n} \) are \( q+1 \) distinct unbiased density estimators. Typically, these estimators will be dependent and will be based on the same simulations. They could be all CDEs based on different choices of \( G \) (so they will not hide the same information), but there could be non-CDEs as well. A convex combination can take the form

\[
\hat{f}_n(x) = \beta_0 \hat{f}_{0,n}(x) + \cdots + \beta_q \hat{f}_{q,n}(x) = \hat{f}_{0,n}(x) - \sum_{\ell=1}^{q} \beta_{f}(\hat{f}_{0,n}(x) - \hat{f}_{\ell,n}(x)) \tag{9}
\]

for all \( x \in \mathbb{R} \), where \( \beta_0 + \cdots + \beta_q = 1 \). This combination is equivalent to choosing \( \hat{f}_{0,n}(x) \) as the main estimator, and taking the \( q \) differences \( \hat{f}_{0,n}(x) - \hat{f}_{\ell,n}(x) \) as control variables. With this interpretation, the optimal coefficients \( \beta_{f} \) can be estimated via standard control variate theory (Bratley et al. 1987, Asmussen and Glynn 2007) by trying to minimize the IV of \( \hat{f}_n(x) \) w.r.t. the \( \beta_{f} \)'s. More precisely, if we denote \( \text{IV}_{f} = \text{IV}(\hat{f}_n(x)) \) and

\[
\text{IC}_{\ell,k} = \int_a^b \text{Cov}[\hat{f}_{\ell,n}(x), \hat{f}_{k,n}(x)]dx,
\]

we obtain

\[
\text{IV} = \text{IV}(\hat{f}_n(x)) = \sum_{\ell=0}^{q} \beta_{f}^2\text{IV}_{f} + 2 \sum_{0 \leq \ell < k \leq q} \beta_{f} \beta_{k} \text{IC}_{\ell,k}.
\]

Given the IV's and IC's (or good estimates of them), this IV is a quadratic function of the \( \beta_{f} \)'s, which can be minimized easily, exactly as in standard least-squares linear regression, to obtain estimates of the optimal coefficients \( \beta_{f} \). We did this for some of the examples in Section 5.

A more refined approach is to allow the coefficients \( \beta_{f} \) to depend on \( x \):

\[
\hat{f}_n(x) = \beta_0(x) \hat{f}_{0,n}(x) + \cdots + \beta_q(x) \hat{f}_{q,n}(x) = \hat{f}_{0,n}(x) - \sum_{\ell=1}^{q} \beta_{f}(x)(\hat{f}_{0,n}(x) - \hat{f}_{\ell,n}(x)), \tag{10}
\]
where $\beta_0(x) + \cdots + \beta_q(x) = 1$ for all $x \in \mathbb{R}$. We can estimate the optimal coefficients by standard control variate theory at selected values of $x$, then for each $\ell \geq 1$, we can fit a smoothing spline to these estimated values, by least squares. This provides estimated optimal coefficients that are smooth functions of $x$, which can be used to obtain a final CDE. This type of strategy was used in L’Ecuyer and Buist (2008) to estimate varying control variate coefficients in a different setting. We did not implement it for this paper, but the additional flexibility can provide further variance reduction in general.

5. Numerical Experiments

We now report on our numerical experiments with the CDE and CDE+RQMC on examples.

5.1. Experimental Setting

Since the CDE is unbiased, we will measure its performance by the IV, which equals the MISE in this case. To approximate the IV estimator (2) for a given $n$, we first take a stratified sample $e_1, \ldots, e_{n_e}$ of $n_e$ evaluation points at which the empirical variance will be computed. We sample $e_j$ uniformly in $[a + (j - 1)(b - a)/n_e, a + j(b - a)/n_e)$ for $j = 1, \ldots, n_e$. Then we use the unbiased IV estimator

$$\hat{\text{IV}} = \frac{(b - a)}{n_e} \sum_{j=1}^{n_e} \hat{\text{Var}}[\hat{f}_n(e_j)],$$

where $\hat{\text{Var}}[\hat{f}_n(e_j)]$ is the empirical variance of the CDE at $e_j$, obtained as follows. We repeat the following $n_r$ times, independently: Generate $n$ observations of $X$ from the density $f$ with the given method (MC or RQMC), and compute the CDE at each evaluation point $e_j$. Then, compute $\hat{\text{Var}}[\hat{f}_n(e_j)]$ as the empirical variance of the $n_r$ density estimates at $e_j$, for each $j$.

To estimate the convergence rate of the IV as a function of $n$ with the different methods, we fit a model of the form $\text{IV} \approx Kn^{-\nu}$. For the CDE with independent points (no RQMC), this model holds exactly with $\nu = 1$. We hope to observe $\nu > 1$ with RQMC. The parameters $K$ and $\nu$ are estimated by linear regression in log-log scale, i.e., by fitting the model $\log \text{IV} \approx \log K - \nu \log n$ to data. Since $n$ is always a power of 2 in our experiments, the logarithms are always in base 2. In our experiments, we estimated the IV for $n = 2^{14}, \ldots, 2^{19}$ (6 values) to fit the regression model. When reporting the results, we also report the observed $-\log_2 \text{IV}$ for $n = 2^{19}$ and use $e19$ as a shorthand for this value in the tables. For the KDE, these values are for the MISE instead of the IV.

We report results with the following types of point sets: (1) independent points (MC); (2) a randomly-shifted lattice rule (Lat+s); (3) a randomly-shifted lattice rule with a baker’s transformation (Lat+s+b); and (4) a Sobol’ point set with a left random matrix scrambling and random digital shift (Sobol’+LMS). The short names in parentheses are used in the plots and tables. For the
definitions are properties of these RQMC point sets, see Hickernell (1998), L’Ecuyer and Lemieux (2000), Owen (2003), L’Ecuyer (2009, 2018). They are implemented in SSJ (L’Ecuyer 2016), which we used for our experiments. The parameters of the lattice rules were found with the Lattice Builder software of L’Ecuyer and Munger (2016), using a fast-CBC construction method with the $P_2$ criterion and order dependent weights $\gamma_v = \rho |v|$, with $\rho$ ranging from 0.05 to 0.8, depending on the example (a smaller $\rho$ was used when the dimension $s$ was smaller).

For each example, we tried CDEs based on different choices of $G$. For some examples, we also tried a convex combination as explained in Section 4.

5.2. A Sum of Normals

We start with a very simple example in which the density $f$ is known beforehand, so there is no real need to estimate it, but this type of example is very convenient for testing the performance of our density estimators. Let $Z_1, \ldots, Z_d$ be independent standard normal random variables, i.e., with mean 0 and variance 1, and define

$$X = (a_1 Z_1 + \cdots + a_d Z_d) / \sigma, \quad \text{where} \quad \sigma^2 = a_1^2 + \cdots + a_d^2.$$

Then $X$ is also standard normal, with density $f(x) = \phi(x) \overset{\text{def}}{=} \exp(-x^2/2) / \sqrt{2\pi}$ and cdf $P[X \leq x] = \Phi(x)$ for $x \in \mathbb{R}$. The term $a_j Z_j$ in the sum has variance $a_j^2$. We pretend that we do not know this and want to estimate $f(x)$ over the interval $[-2, 2]$, which contains slightly more than 95% of the density. We also tried larger intervals, such as $[-5, 5]$, and IVs for the CDE were almost the same.

To construct the CDE, we can define $G_k$ as in Example 1, for any $k = 1, \ldots, d$. That is, we hide $Z_k$ and estimate the cdf by

$$F(x \mid G_k) = \mathbb{P} \left[ a_k Z_k \leq x \sigma - \sum_{j=1, j \neq k}^{d} a_j Z_j \bigg| G_k \right] = \Phi \left( \frac{x \sigma}{a_k} - \frac{1}{a_k} \sum_{j=1, j \neq k}^{d} a_j Z_j \right).$$

The CDE becomes

$$F'(x \mid G_k) = \phi \left( \frac{x \sigma}{a_k} - \frac{1}{a_k} \sum_{j=1, j \neq k}^{d} a_j Z_j \right) \frac{\sigma}{a_k} = \phi \left( \frac{x \sigma}{a_k} - \frac{1}{a_k} \sum_{j=1, j \neq k}^{d} a_j \Phi^{-1}(U_j) \right) \frac{\sigma}{a_k} = \tilde{g}'(x, U)$$

for $x \in \mathbb{R}$, where $U = (U_1, \ldots, U_{k-1}, U_{k+1}, \ldots, U_d)$, $Z_j = \Phi^{-1}(U_j)$, and the $U_j$ are independent $U(0, 1)$ random variables. With this, Assumption 1 is easily verified.

For CMC+MC (independent sampling), we can obtain an exact formula for the variance of the CDE directly from Example 4, by taking in that example $Y_2 = a_k Z_k / \sigma$ and $Y_1 = X - Y_2$, whose variances are $\sigma_2^2 = (a_k / \sigma)^2$ and $\sigma_1^2 = 1 - \sigma_2^2$, and by plugging these values into (5). To prove that we have a better convergence rate with RQMC than with MC, we need to show that $V_{HK}(\tilde{g}'(x, \cdot)) < \infty$
for any \( x \). This can be shown by the same argument as in the last part of Example 6. Then we expect to observe a convergence rate near \( O(n^{-2}) \), at least when \( s \) is small.

In our first experiment, we take \( a_j = 1 \) for all \( j \), and \( k = d \), as in Example 1. By symmetry, the true IV is the same for any other \( k \). Table 1 reports the estimated rate \( \hat{\nu} \) and the estimated value of \( e_{19} = -\log_2(IV) \) for \( n = 2^{19} \), for various values of \( d \) and selected sampling methods, for the CDE. The results for \( k = d \) are in the rows marked CDE-1. We also tried computing the CDE for each choice of \( k \) from the same simulation data, and taking the average, which is the convex combination (9) with \( \beta_\ell = 1/(q+1) \) for all \( \ell \). The results for this are in the rows labeled CDE-Avg in the table. Finally, for comparison, we also provide results for a KDE with a normal kernel and the bandwidth \( h \) selected using the methodology described in Ben Abdellah et al. (2019), with standard MC. For the KDE, the results are for the MISE instead of the IV.

For MC, the estimated rates \( \hat{\nu} \) agree with the (known) exact asymptotic ones, which are \( \nu = 1 \) for the CDE and \( \nu = 0.8 \) for the KDE. By looking at \( e_{19} \), we see that the MISE is smaller for the CDE than for the KDE, for example for \( d = 2 \) by a factor of about 32 for CDE-1 and about 70 for CDE-avg. For \( d = 20 \), the gains are more modest, with a factor between 4 and 8. The RQMC methods provide huge improvements for small \( d \). We observe rates \( \hat{\nu} \) larger than 2 for \( d = 2 \) and 3, and by looking at the exponents \( e_{19} \), we see that for \( d = 3 \), for example, the MISE goes from \( 2^{-17} \) for the KDE to about \( 2^{-42} \) for CDE-1 with Sobol’ points with LMS. This is a factor of about \( 2^{25} \approx 32 \) millions. When \( d \) is large, such as \( d = 20 \), RQMC brings only a small gain.

Table 1 reports the numerical results for \( d = 11 \) and \( k = 1, 2, 5, 11 \).

In our second experiment, we take \( a_j^2 = 2^{1-j} \) for \( j = 1, \ldots, d \). Now, the choice of \( k \) for the CDE makes a difference, and the best choice will obviously be \( k = 1 \), i.e., hide the term that has the largest variance. Note that with MC, \( \text{Var}[X] = 2 - 2^{-d} \), and when we apply CMC by hiding \( a_k Z_k \) from the sum, we hide a term of variance \( a_k^2 = 2^{1-k} \) and generate a partial sum \( S_{-k} \) of variance \( 2 - 2^{1-k} - 2^{-d} \). Both terms have a normal distribution with mean 0. The results of Example 4 hold with these variances. Table 2 reports the numerical results for \( d = 11 \) and \( k = 1, 2, 5, 11 \).
The MC rates \( \hat{\nu} \) agree again with the theory, but here the IV depends very much on the choice of \( k \), and this effect is more significant when \( k \) is smaller. For example, for Sobol’ points, the IV with \( k = 1 \) is about 300,000 times smaller than with \( k = 11 \). The reason is that with \( k = 11 \), we hide only a variable having a very small variance, so the CDE for one sample is a high narrow peak, and the HK variation of \( \tilde{g}'(x,u) \) is very large. For \( k = 1 \) or 2, we have the opposite and the integrand is much more RQMC-friendly.

5.3. Displacement of a Cantilever Beam

We consider the following model for the displacement \( X \) of a cantilever beam with horizontal and vertical loads, taken from Bingham (2017):

\[
X = h(Y_1, Y_2, Y_3) = \frac{4\ell^3}{Y_1 wt} \sqrt{\frac{Y_2^2}{w^4} + \frac{Y_3^2}{t^4}}
\]

in which \( \ell = 100 \), \( w = 4 \) and \( t = 2 \) are constants (in inches), while \( Y_1 \) (Young’s modulus), \( Y_2 \) (the horizontal load), and \( Y_3 \) (the vertical load), are independent normal random variables, \( Y_j \sim \mathcal{N}(\mu_j, \sigma_j^2) \), i.e., normal with mean \( \mu_j \) and variance \( \sigma_j^2 \). The parameter values are \( \mu_1 = 2.9 \times 10^7 \), \( \sigma_1 = 1.45 \times 10^6 \), \( \mu_2 = 500 \), \( \sigma_2 = 100 \), \( \mu_3 = 1000 \), \( \sigma_3 = 100 \). We will denote \( \kappa = 4\ell^3/(wt) = 5 \times 10^5 \).

The goal is to estimate the density of \( X \) over the interval \([3.1707, 5.6675]\), which covers about 99% of the density (it clips 0.5% on each side). It is possible to have \( X < 0 \) in this model, but the probability is \( \mathbb{P}[Y_1 < 0] = \Phi(-20) = 2.8 \times 10^{-89} \), which is negligible. This example fits the framework of Example 2, with \( d = 3 \). We can hide any of the three random variables for the conditioning, and we will examine each case.

Conditioning on \( G_1 \) means hiding \( Y_1 \). We have

\[
X = \frac{\kappa}{Y_1} \sqrt{\frac{Y_2^2}{w^4} + \frac{Y_3^2}{t^4}} \leq x \quad \text{if and only if} \quad Y_1 \geq \frac{\kappa}{x} \sqrt{\frac{Y_2^2}{w^4} + \frac{Y_3^2}{t^4}} \overset{\text{def}}{=} W_1(x).
\]

Note that \( W_1(x) > 0 \) if and only if \( x > 0 \). For \( x > 0 \),

\[
F(x \mid G_1) = \mathbb{P}[Y_1 \geq W_1(x) \mid W_1(x)] = 1 - \Phi((W_1(x) - \mu_1)/\sigma_1)
\]


which is continuous and differentiable in $x$, and

$$F'(x \mid G_1) = -\phi((W_1(x) - \mu_1)/\sigma_1)W_1'(x)/\sigma_1 = \phi((W_1(x) - \mu_1)/\sigma_1)W_1(x)/(x\sigma_1).$$

Suppose we condition on $G_2$ instead, i.e., hide $Y_2$. We have $X \leq x$ if and only if

$$Y_2^2 \leq w^4 \left( (xY_1/\kappa)^2 - Y_3^2/t^4 \right) \overset{\text{def}}{=} W_2(x).$$

If $W_2(x) \leq 0$, then $F'(x \mid G_2) = F(x \mid G_2) = \mathbb{P}[X \leq x \mid W_2(x)] = 0$. For $W_2(x) > 0$, we have

$$F(x \mid G_2) = \mathbb{P}[X \leq x \mid W_2(x)] = \mathbb{P}[-\sqrt{W_2(x)} \leq Y_2 \leq \sqrt{W_2(x)} \mid W_2(x)] = \Phi((\sqrt{W_2(x)} - \mu_2)/\sigma_2) - \Phi(-\sqrt{W_2(x) + \mu_2}/\sigma_2),$$

which is again continuous and differentiable in $x$, and

$$F'(x \mid G_2) = \frac{\phi((\sqrt{W_2(x)} - \mu_2)/\sigma_2) + \phi(-\sqrt{W_2(x) + \mu_2}/\sigma_2)}{(\sigma_2\sqrt{W_2(x)})/(w^4x(Y_1/\kappa)^2)} > 0.$$

For conditioning on $G_3$, the analysis is the same as for $G_2$, by symmetry, and we get

$$F'(x \mid G_3) = \frac{\phi((\sqrt{W_3(x)} - \mu_3)/\sigma_3) + \phi(-\sqrt{W_3(x) + \mu_3}/\sigma_3)}{(\sigma_3\sqrt{W_3(x)})/(t^4x(Y_1/\kappa)^2)} > 0$$

for $W_3(x) > 0$, where $W_3(x)$ is defined in a similar way as $W_2(x)$.

| Table 3 | Values of $\hat{\nu}$ and e19 with a CDE for each choice of $G_k$ and for the best convex combination, for the cantilever beam model. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | $\hat{\nu}$ | e19 |                 | $\hat{\nu}$ | e19 | $\hat{\nu}$ | e19 |
| $G_1$ | 0.97 | 0.98 | 0.99 | 0.98 | 19.3 | 14.5 | 22.8 | 22.5 |
| $G_2$ | 1.99 | 1.95 | 2.06 | 2.04 | 39.8 | 25.2 | 41.6 | 41.9 |
| $G_3$ | 2.24 | 2.08 | 2.27 | 2.25 | 44.5 | 23.7 | 46.8 | 47.0 |
| comb. | 2.21 | 2.03 | 2.21 | 2.21 | 44.0 | 23.6 | 45.7 | 46.1 |

In addition to testing these three ways of conditioning, we also tested a convex combination of the three, as explained in Section 4, with coefficients $\beta_\ell$ that do not depend on $x$. Table 3 gives a summary of the results. For comparison, a KDE with MC gives $\hat{\nu} = 0.8$ and e19 = 14.7. Thus, the MISE is about $2^{-14.7}$ for KDE+MC, while it is around $2^{-46}$ for the CDE+RQMC; i.e., our new approach divides the MISE by more than $2^{31} \approx 2$ millions. The empirical convergence rate $\hat{\nu}$ is around 2 in all cases with the RQMC methods. We also observe that conditioning on $G_2$ yields a much poorer IV reduction than for the other choices. The reason is that the conditional density in this case is a high narrow peak, similar to what we saw for $k = 11$ at the end of Example 5.2. To provide visual insight on what goes on, Figure 2 shows plots of five realizations of the conditional
density for $G_1$, $G_2$, and $G_3$. One can see the high narrow peaks for the realizations of $F'(-|G_2)$. The average of the five realizations is shown in red and the true density in black. In Figure 3, we zoom on part of the estimated densities to show the difference between MC and RQMC. In each panel one can see the CDE using MC (in red), using RQMC (in green), as well as the “true density” (black, dashed), which was estimated with RQMC using a very large number of samples. On the left, we have $G_1$ with $n = 2^{10}$, while on the right, we have $G_2$ with $n = 2^{16}$. In both cases, the RQMC estimate is closer to the true density, and on the right it oscillates less. If we repeat this experiment several times, the red curve would vary much more than the green one across the realizations.
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**Figure 2** Five realizations of the density conditional on $G_k$ (blue), their average (red), and the true density (thick black) for $k = 1$ (left), $k = 2$ (middle), and $k = 3$ (right).
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**Figure 3** The CDE under MC (red), under RQMC (green) and the true density (black, dashed) for $G_1$ with $n = 2^{10}$ (left) and for $G_2$ with $n = 2^{16}$ (right).

### 5.4. Buckling strength of a steel plate

This is a higher-dimensional example, with $d = 6$, taken from Schields and Zhang (2016). It models the buckling strength of a steel plate by

$$X = \left( \frac{2.1}{\Lambda} - \frac{0.9}{\Lambda^2} \right) \left( 1 - \frac{0.75Y_5}{\Lambda} \right) \left( 1 - \frac{2Y_6Y_2}{Y_1} \right),$$  

(12)

where $\Lambda = (Y_1/Y_2)\sqrt{Y_3/Y_4}$, and $Y_1, \ldots, Y_6$ are independent random variables whose distributions are given in Table 4. Each distribution is either normal or lognormal, and the table gives the mean
and the coefficient of variation (cv), which is the standard deviation divided by the mean. The goal is to estimate the density of $X$ over $[a,b] = [0.5169, 0.6511]$, which contains about 99% of the density (leaving out 0.5% on each side). There is a nonzero probability of having $Y_4 \leq 0$, in which case $X$ is undefined, but this probability is extremely small and this has a negligible impact on the density estimator over $[a,b]$, so we just ignore it (alternatively we could truncate the density of $Y_4$). There are also tiny (negligible) probabilities that the density estimates below are negative and we ignore this in the same way, for simplicity.

<table>
<thead>
<tr>
<th>parameter</th>
<th>distribution</th>
<th>mean</th>
<th>cv</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1$</td>
<td>normal</td>
<td>23.808</td>
<td>0.028</td>
</tr>
<tr>
<td>$Y_2$</td>
<td>lognormal</td>
<td>0.525</td>
<td>0.044</td>
</tr>
<tr>
<td>$Y_3$</td>
<td>lognormal</td>
<td>44.2</td>
<td>0.1235</td>
</tr>
<tr>
<td>$Y_4$</td>
<td>normal</td>
<td>28623</td>
<td>0.076</td>
</tr>
<tr>
<td>$Y_5$</td>
<td>normal</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>$Y_6$</td>
<td>normal</td>
<td>5.25</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 4 Distribution of each parameter for the buckling strength model.

For this example, computing the density of $X$ conditional on $G_5$ or $G_6$ (i.e., when hiding $Y_5$ or $Y_6$) is relatively easy, so we will try and compare these two choices. If we hide one of the variables that appear in $\Lambda$, the CDE would be harder to compute (it would require to solve a polynomial equation of degree 4 for each sample), and we do not do it. Let us define

$$V_1 = \frac{2.1}{\Lambda} - \frac{0.9}{\Lambda^2}, \quad V_2 = 1 - \frac{2Y_6Y_2}{Y_1}, \quad \text{and} \quad V_3 = 1 - \frac{3Y_5}{4\Lambda}.$$

Then we have

$$X \leq x \iff Y_5 \geq \left(1 - \frac{x}{V_1V_2}\right) \frac{4\Lambda}{3}$$

and

$$F'(x \mid G_5) = f_5\left(\left(1 - \frac{x}{V_1V_2}\right) \frac{4\Lambda}{3} \right) \frac{4\Lambda}{3V_1V_2} = \phi\left(\frac{1 - x/(V_1V_2)}{0.0175} \right) \frac{4\Lambda}{0.0525 \cdot V_1V_2}.$$

Similarly,

$$F'(x \mid G_6) = f_6\left(\left(1 - \frac{x}{V_1V_3}\right) \frac{Y_1}{2Y_2V_1V_3} \right) \frac{Y_1}{2Y_2V_1V_3} = \phi\left(\frac{1 - x/(V_1V_3)}{0.3675} \right) \frac{Y_1}{0.735 \cdot Y_2V_1V_3}.$$

Table 5 summarizes the results. We see again that the CDE with RQMC performs very well, and that it is much better to condition on $G_6$ than on $G_5$, and that combining the two provides no significant improvement. Figure 4 permits one to visualize the IV as a function of $n$ in a log-log-scale for the CDE with $G_5$ and $G_6$. It unveils a slightly more erratic behavior of the MISE for the shifted lattice rule (Lat+s) than for the other methods; the performance depends on the choice of parameters of the lattice rule and their interaction with the particular integrand.
Table 5  Values of \( \hat{\nu} \) and \( e_{19} \) with a CDE for \( G_5, G_6 \), and their combination, for the buckling strength model.

<table>
<thead>
<tr>
<th></th>
<th>( G_5 )</th>
<th>( G_6 )</th>
<th>( G_5 )</th>
<th>( G_6 )</th>
<th>( G_5 )</th>
<th>( G_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\nu} )</td>
<td>( e_{19} )</td>
<td>( \hat{\nu} )</td>
<td>( e_{19} )</td>
<td>( \hat{\nu} )</td>
<td>( e_{19} )</td>
</tr>
<tr>
<td>MC</td>
<td>1.00</td>
<td>1.56</td>
<td>13.5</td>
<td>15.4</td>
<td>15.4</td>
<td>15.4</td>
</tr>
<tr>
<td>Lat+s</td>
<td>1.89</td>
<td>1.58</td>
<td>20.0</td>
<td>24.9</td>
<td>24.9</td>
<td>24.9</td>
</tr>
<tr>
<td>Lat+s+b</td>
<td>1.46</td>
<td>1.60</td>
<td>17.5</td>
<td>25.1</td>
<td>25.1</td>
<td>25.1</td>
</tr>
<tr>
<td>Sob+LMS</td>
<td>1.40</td>
<td>1.75</td>
<td>17.7</td>
<td>25.5</td>
<td>25.5</td>
<td>25.5</td>
</tr>
</tbody>
</table>

Figure 4  MISE vs \( n \) in log-log scale for the \( G = G_5 \) (left) and \( G = G_6 \) (right) for the buckling strength model.

5.5. A Stochastic Activity Network

In this example, the conditioning must hide more than one random variable. The example is taken from Avramidis and Wilson (1998) and was also used in L’Ecuyer and Lemieux (2000) and L’Ecuyer and Munger (2012). We consider the stochastic activity network of Fig. 5, where arc \( j \) has random length \( Y_j \) for \( j = 1, \ldots, 13 \). The \( Y_j \) are independent with continuous cdf’s \( F_j \) as given in L’Ecuyer and Munger (2012), and are generated by inversion: \( Y_j = F_j^{-1}(U_j) \) where \( U_j \sim U(0,1) \). The goal is to estimate the density of \( X \) which represents the length of the longest path from the source to the sink, over \([a,b] = [22, 106.24] \), which covers about 95% of the density.

Figure 5  A stochastic activity network
Here, $X$ is defined by a maximum (over all paths from 0 to 8), and if we hide only a single random variable $Y_j$, we run into the same problem as in Example 5: Assumption 1 does not hold, because $F(\cdot | \mathcal{G})$ has a jump. We must hide more (condition on less). We apply the conditioning proposed by Avramidis and Wilson (1998), for which we hide $\{Y_j, j \in \mathcal{L} \overset{\text{def}}{=} \{5, 6, 7, 9, 10\}\}$, and let $\mathcal{G}$ represent $\{Y_j, j \notin \mathcal{L}\}$. The corresponding conditional cdf is

$$F(x | \mathcal{G}) = \mathbb{P}[X < x | \{Y_j : j \notin \mathcal{L}\}] = \prod_{j \in \mathcal{L}} \mathbb{P}[Y_j \leq x - P_j] = \prod_{j \in \mathcal{L}} F_j[x - P_j]$$

(13)

where $P_j$ is the length of the longest path that goes through arc $j$ when we exclude $Y_j$ from that length. The conditional density is

$$F'(x | \mathcal{G}) = \frac{d}{dx} F(x | \mathcal{G}) = \sum_{j \in \mathcal{L}} f_j[x - P_j] \prod_{l \in \mathcal{L}, l \neq j} F_l[x - P_j].$$

Under this conditioning, since the $Y_j$’s are continuous variables with bounded variance, one can easily verify that Assumption 1 holds, so $F'(x | \mathcal{G})$ is an unbiased density estimator with uniformly bounded variance.

<table>
<thead>
<tr>
<th>CDE</th>
<th>$\hat{\nu}$</th>
<th>$\epsilon_{19}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>0.96</td>
<td>25.6</td>
</tr>
<tr>
<td>Lat+s</td>
<td>1.31</td>
<td>30.9</td>
</tr>
<tr>
<td>Lat+s+b</td>
<td>1.17</td>
<td>29.6</td>
</tr>
<tr>
<td>Sob+LMS</td>
<td>1.27</td>
<td>29.9</td>
</tr>
<tr>
<td>KDE MC</td>
<td>0.78</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Table 6 summarizes our results. We see that for $n = 2^{19}$, the CDE outperforms the KDE by a factor of about 20 with MC, and by a factor of about $2^9 \approx 500$ with RQMC. Figure 6 complements the table by showing the MISE as a function of $n$ in a log-log-scale, for the same methods.

Figure 6 MISE vs $n$ in log-log scale, for the SAN example.
6. Conclusion

We have examined a novel approach for estimating the density of a random variable generated by simulation from a stochastic model, by conditioning. The resulting CDE is unbiased and consequently its MISE converges at a faster rate than for other popular density estimators such as the KDE. We have also shown how to further reduce the IV, and even improve its convergence rate, by combining the CDE with RQMC sampling. Our numerical examples show that this combination can be very efficient. It sometimes reduces the MISE by factors over a million (cf. the cantilever example).

Suggested future work includes experimenting this methodology on larger and more complicated stochastic models, designing and exploring different types of conditioning, and perhaps adapting the Monte Carlo sampling strategies (e.g., changing the way $X$ is defined in terms the basic input random variates) to make the method more effective.
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