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Overview 

 Traditional models 
 Assumption of term independence 

 A term is different from another in meaning (last lecture) 

 A term has a unique meaning (this lecture) 

 Other implicit assumptions 
 The meaning of a term is independent from its context 

 Possible solutions 
 Extend unigram model to bi-/tri-gram models 

 Use phrases 

 Use linguistic/statistical dependencies 

 Use term proximity 

 Question 
 What problems remain? 



3 

Recall: n-grams 

 

 Uni-gram:  

 

 Bi-gram:  

 

 Tri-gram:  
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Beyond uni-grams 

 Using Bi-grams [Song and Croft, 99] 

 

 

 Bi-term [Srikanth and Srihari, 02] 

 Do not consider word order in bi-grams 

  (analysis, data) – (data, analysis) 

 Results: 
 Bi-gram model is slightly better than unigram model, but much more 

expensive 

 Bi-term model is slightly better than bi-gram model 
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Markov Random Field Model 

 Consider connections between query 
terms 

 

 

 

 
      no connection   sequential  full 

 Model cliques 
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MRF - model 

 Joint probability: 
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MRF - model 

 Ranking function: 
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MRF - features 

 Single term 

 

 

 Group of terms 
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Exact phrase 

Within window 



MRF - parameters 

 Set parameters to 
maximize MAP on 
training collection 
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MRF - results 

 Unigram 

 

 

 

 Sequential (different window sizes) 
 

 

 

 

 Full: little change from Sequential 
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Discussions on MRF model 

 Sequential model: consider connections between 
adjacent terms. Is this reasonable? 

 

 

 

 

 

 How to extend to connections of longer distance? 
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Markov Random Field Model

• P(w | D) is assumed multinomial
• P(D) is often assumed uniform

• Undirected graphical model
• Different edge configurations lead to 

different dependence assumptions
• Can use arbitrary features
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Discussions on MRF model  

 Why isn’t Full model better than 
Sequential model? 
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Beyond adjacent term 
dependencies 

 Dependence LM (Gao et al. 04): 
Consider more distant dependencies 

 Syntactic analysis  

 Statistical analysis 

 Only retain the most probable dependencies in 
the query 

(how) (has) affirmative 

 

action 

 

affected 

 

(the) construction 

 

industry 

 

 

 



Dependence model 

 Ranking function: 

 

 

Use all the possible Linkages L (a linkage=a 
complete link graph) 

 Approximation: Use the strongest linkage 
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Choose the strongest linkage 

 Choose the connections that maximize 
a global measure of dependency:  

 

 The connections obey some constraints: 
- acyclic and planar 

 Every term is connected 

 No cycle 

 No link crossing 
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Choose the strongest linkage 

 Weight of one link 

 

 

 The best linkage: 
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Estimate the prob. of links 
(EM) 
For a corpus C: 

1. Initialization: link each pair of words with a 
window of 3 words  

2. For each sentence in C: 

  Apply the link prob. to select the strongest links 
that cover the sentence 

3. Re-estimate link prob.  

4. Repeat 2 and 3 

Result: prob. of link a-b in a language 
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Calculation of P(Q|D) 
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1. Determine the links in Q (the required links) 

 

 

2. Calculate the likelihood of Q (words and links) 
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Extension to consider word 
relationships 

 What [Gao et al. 04] tried to do: 

 Consider the constraints of words 

 Consider the constraints of linkage 

 Extension of the bi-gram model 
 The pairs of terms are not always adjacent 

 See experimental results in [Gao et al. 
04]: Improvements 



Experiments in [Gao et al. 04] 

20 



21 

Problem 

 Each word has to be connected to another 
word 
 
 
 
 
hungry strike of a Canadian prisoner 
 
 
hungry strike of a Canadian 

(how) (has) affirmative 

 

action 

 

affected 

 

(the) construction 

 

industry 

 ? 

? 
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Possible solution-1 

 Keep the dependencies that are strong 
enough 

 Alternative: consider dependencies only 
within compound terms 

 
hungry strike of a Canadian 

 

 Recognize compound terms 

 Estimate dependencies 



Using nouns phrases 

 Detect noun phrases 

 Using a phrase dictionary 

 Using an NLP analysis (e.g. shallow parsing) 

 Combining a phrase model with a word model 

 

 

 

 The idea can also be used in other models 
(vector space model, …) 
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score(Q, D) = lscorephrase(Q, D)+ (1- l)scoreword(Q, D)

scorephrase(Q, D) = logP(C | D)
CÎQ

å

scoreword(Q, D) = logP(q | D)
qÎQ

å
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Possible solution-2 

 Create a structured representation for a 
text: single words, compounds 

 

 
Computer architecture 

computer architecture 

Q 

D 

Computer architecture 

computer architecture 
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Possible solution-2 

 Compound model + uni-gram model = 
smoothing 

Computer architecture 

computer architecture 

Q 

D 

Computer_architecture 

computer architecture 

Q 

D 

+ compound 

Uni-gram 
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Possible solution-2 
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• But what λ to set? 

• Shout it be dependent on the phrase? 
• Is this solution problematic? 



A partial solution 

 Allow different dependencies to have 
different weights 

 Weight = how useful the dependency is 
for IR 

 Presentation of a paper of [Shi and 
Nie, AIRS’10] 
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Term proximity – a flexible 
dependence 

 Assumption commonly used in search 
engines: 

 A document in which query terms appear 
closely is preferred 

 If the terms appear in order, it is 
preferred 

 Attempts in IR research to confirm 
the  assumption 
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An Exploration of Proximity 

Measures in Information Retrieval 

Tao Tao, Microsoft Corp. 

ChengXiang Zhai, University of 
Illinois at Urbana-Champaign 

Published in SIGIR’07 
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Motivation 

Query: <space program> 

Document 1 
……….. 
however, the first practical 
solar cell was not introduced 
until 1900 in response to the 
program of the space, this first 
solar photovoltaic cell were 
made of single crystal silicon 
and show about 50 percent 
efficiency 
……………….. 

Document 2 
……….. 
film have been determine in 

from space charge limit 
current measure.  

………………………….. 
this paper summarizes the 

result of a program initial at 
the naval research 
laboratory 

………….. 

Document 1 is more relevant than document 2, since the two query 
words are closer to each other.  

Heuristics to measure proximity 
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Measuring proximity :Five 
heuristics: 

 1、[Span] 

t1,  t2,  t1,  t3 , t5 , t4,  t2,  t3,  t4 

Query: <t1,t2> 

[Span]:The length of the segment from the first 

query word to the last query word. 

Span = 7 
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Five heuristics: 

 2、[MinCover] 

t1,  t2,  t1,  t3 , t5 , t4,  t2,  t3,  t4 

Query: <t1,t2,t4> 

MinCover = 5  

[MinCover]:The length of the minimum segment to cover all query 
words at least once. 
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Five heuristics: pair-wise 
distances  

t1,  t2,  t1,  t3 , t5 , t4,  t2,  t3,  t4 

Query: <t1, t2, t4> 

<t1, t2> 

distance = 2  

<t2,   t4> 

distance = 2  

<t1,   t4> 

distance = 4  

MinDist 
= 2 

AveDist 
= 8/3 

MaxDist 
= 4 

aggregation 
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Proximity retrieval models – 
distance-based score 

1) The smaller the distance is, the larger the relevance is 

2) Drop quickly in the beginning, and go flat in the end 

 

 

 

 

 

 

 
Distance 
measure 
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Proximity retrieval models 

 Incorporating proximities into other retrieval 
models 
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Experiment 

 The best performance 



Positional model [Lv and Zhai, 09] 

 Idea 

 A model at each position within a document: 
P(w|D,i) 

 Count at a position is propagated to the 
positions around it according to some functions 

 Score of a document at position i 

 

 

 Document score = combining scores at different 
positions 
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Issue about Passage Retrieval

Posit ional Language Model

• Thus given a query , we can adopt the KL-divergence 

retrieval model to score each PLM as follows:

where is an estimated query language model.

• Similar to a regular document language model, the PLM also 

needs to be smoothed to solve the zero probability problem 

and to penalize common terms.

– Dirichlet prior smoothing

– Jelinek-Mercer smoothing

Q
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Positional LM 
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Issue about Passage Retrieval

Posit ional Language Model

• We now present PLM more formally. We first introduce the 

following notations. Let be a document, 

where 1,   ,   , and     are absolute positions of the 

corresponding terms in the document, and obviously     is the 

length of the document.

• the count of term     at position    in document    . If    

occurs at position , it is 1, otherwise 0.

• the propagated count to position    from a term at 

position    (i.e.,    ). Intuitively, given     ,          serves as a 

discounting factor and can be any non-increasing function 

of           , that is,         favors positions close to   .
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Positional LM 

 

39 

Issue about Passage Retrieval

Posit ional Language Model

• the total propagated count of term     at position    from 

the occurrences of     in all the positions. That is,

.

• Based on term propagation, we have a term frequency vector

at position    , forming a virtual document     .

• Thus the language model of this virtual document can be 

estimated as:

where is the vocabulary set. We call          a Positional 

Language Model (PLM) at position    .
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Smoothing 

 Dirichlet smoothing 

 

 

 Jelinek-Mercer smoothing 
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Issue about Passage Retrieval

Posit ional Language Model

• For a PLM, the length of the virtual document at position  

is                    .   We use the general collection language 

model            as our background model. Thus the smoothed 

model is given by:

where     is a smoothing parameter.

• We also consider Jelinek-Mercer smoothing as an alternative 

smoothing method, which is given by:

where     is a smoothing parameter.
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Issue about Passage Retrieval

Posit ional Language Model

• For a PLM, the length of the virtual document at position  

is                    .   We use the general collection language 

model            as our background model. Thus the smoothed 

model is given by:

where     is a smoothing parameter.

• We also consider Jelinek-Mercer smoothing as an alternative 

smoothing method, which is given by:

where     is a smoothing parameter.
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Kernel functions  
(term count propagation) 
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Positional LM – document 
ranking 
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Positional LM – Document 
ranking 
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Issue about Passage Retrieval

PLM-Based Document Ranking

3. Multi- Strategy

• we compute the best position scores for several different  

values, and then combine these scores together as the final 

score for a document.

•

where     is a predefined set of     values,           is the score 

function for PLMs with parameter    ,       is the weight on 

different      (                   ). 
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Issue about Passage Retrieval

PLM-Based Document Ranking

• In particular, if                  , this strategy equals to an 

interpolation of the PLM and the regular document language 

model. 

• Considering the efficiency issue, we only evaluate this special 

case of multi- strategy, defined formally as follows: 
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Trick of implementation 

 Creating a model for each position is 
inefficient 

 However, k（i,j) = k(j,i), i.e. the 
count propagated from a position is 
equal to that to that position 

 Equivalent to fixed-length passage 
retrieval 
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Experiments with bestposition 
strategy 
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Experiments – multiσ strategy 
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Issue about Passage Retrieval

Exper iments – Mult i- Str ategy

• To test this special case of Multi- strategy, we fix one    

value to     , and vary the other one.

• It shows that, when interpolated with document language 

models, the PLM performs more robustly and effectively. 

• One possible explanation is that a locally focused PLM alone 

does not model document-level retrieval heuristics as 

effectively as the whole document language model does.

26
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General discussions 
 Basic IR models:  

 term independence 

 Document + corpus (smoothing, tf*idf) 

 Construct an intermediate model between 
document and corpus 

 Pseudo-relevance feedback: query relevance model 

 Document cluster: larger document model 

D Q 
Corpus 

(language) 
Inter. 
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Questions 

 The intermediate model only model n-
gram distribution  

 Add more inference power (domain 
knowledge)? 

 algorithm  programming  

 P(programming | algorithm)  

 How? 

 Is this helpful? 



49 

Challenges 

Add user/contextual knowledge 

 
D Q 

Corpus 

(language) 
Inter. 

D Q 
Corpus 

(general 
knowledge) 

User/ 

context 

Include relationships 
between terms 
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Challenges 

 How to estimate  

 P(programming | algorithm) or  

 P(algorithm    programming)? 

 How to make it context-dependent? 
 Programcomputer not suitable in the context of TV, entertainment, … 

 How to integrate? 

 Translation model is insufficient because the translation 
words are considered independent 
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