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The relative ineffectiveness of information retrieval systems is largely caused by the inaccuracy with which
a query formed by a few keywords models the actual user information need. One well known method to over-
come this limitation is automatic query expansion (AQE), whereby the user’s original query is augmented by
new features with a similar meaning. AQE has a long history in the information retrieval community but it
is only in the last years that it has reached a level of scientific and experimental maturity, especially in labo-
ratory settings such as TREC. This survey presents a unified view of a large number of recent approaches to
AQE that leverage various data sources and employ very different principles and techniques. The following
questions are addressed. Why is query expansion so important to improve search effectiveness? What are
the main steps involved in the design and implementation of an AQE component? What approaches to AQE
are available and how do they compare? Which issues must still be resolved before AQE becomes a standard
component of large operational information retrieval systems (e.g., search engines)?
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1. INTRODUCTION

Current information retrieval systems, including Web search engines, have a stan-
dard interface consisting of a single input box that accepts keywords. The keywords
submitted by the user are matched against the collection index to find the documents
that contain those keywords, which are then sorted by various methods. When a user
query contains multiple topic-specific keywords that accurately describe his informa-
tion need, the system is likely to return good matches; however, given that user queries
are usually short and that the natural language is inherently ambiguous, this simple
retrieval model is in general prone to errors and omissions.

The most critical language issue for retrieval effectiveness is the term mismatch
problem: the indexers and the users do often not use the same words. This is known
as the vocabulary problem Furnas et al. [1987], compounded by synonymy (same word
with different meanings, such as “java”) and polysemy (different words with the same
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or similar meanings, such as “tv” and “television”). Synonymy, together with word in-
flections (such as with plural forms, “television” versus “televisions”), may result in a
failure to retrieve relevant documents, with a decrease in recall (the ability of the sys-
tem to retrieve all relevant documents). Polysemy may cause retrieval of erroneous or
irrelevant documents, thus implying a decrease in precision (the ability of the system
to retrieve only relevant documents).

To deal with the vocabulary problem, several approaches have been proposed in-
cluding interactive query refinement, relevance feedback, word sense disambiguation,
and search results clustering. One of the most natural and successful techniques
is to expand the original query with other words that best capture the actual user
intent, or that simply produce a more useful query—a query that is more likely to
retrieve relevant documents. Automatic query expansion (AQE) has a long history in
information retrieval (IR), as it has been suggested as early as 1960 by Maron and
Kuhns [1960]. Early work investigated a range of seminal techniques that have been
subsequently improved and extended in various ways, for example, vector feedback
[Ide 1971; Rocchio 1971], term-term clustering [Harper and van Rijsbergen 1978; Lesk
1969; Minker et al. 1972], and comparative analysis of term distributions [Doszkocs
1978; Porter 1982]. On the other hand, in a number of early experiments performed on
small scale collections inconclusive results were achieved about the retrieval effective-
ness of such techniques, with gain in recall often compensated by the corresponding
loss in precision (see Salton and Buckley [1990] and Harman [1992] for a review).

As the volume of data has dramatically increased while the number of searcher-
supplied query terms has remained very low, research on AQE has been revamped.
Web search is the best case in point. According to Hitwise!, in 2009 the average query
length was 2.30 words, the same as that reported ten years before in Lau and Horvitz
[1999]. While there has been a slight increase in the number of long queries (of five or
more words), the most prevalent queries are still those of one, two, and three words.
In this situation, the vocabulary problem has become even more serious because the
paucity of query terms reduces the possibility of handling synonymy while the hetero-
geneity and size of data make the effects of polysemy more severe. The need for and
the scope of AQE have thus increased.

In the last years, a huge number of AQE techniques have been presented using a
variety of approaches that leverage on several data sources and employ sophisticated
methods for finding new features correlated with the query terms. Today, there are
firmer theoretical foundations and a better understanding of the utility and limitations
of AQE; e.g., which are the critical parameters affecting the method performance, what
type of queries is AQE useful for, and so on. At the same time, the basic techniques
are being increasingly used in conjunction with other mechanisms to increase their
effectiveness, including method combination, more active selection of information
sources, and discriminative policies of method application. These scientific advances
have been corroborated by very positive experimental findings obtained in laboratory
settings. In fact, AQE has regained much popularity thanks to the evaluation results
obtained at the Text REtrieval Conference series (TREC)?, where most participants
have made use of this technique, reporting noticeable improvements in retrieval
performance.

AQE is currently considered an extremely promising technique to improve the re-
trieval effectiveness of document ranking and there are signs that it is being adopted

Thttp://www.hitwise.com/us/press-center/press-releases/2009/google-searches-oct-09/
2http://trec.nist.gov/
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in commercial applications, especially for desktop and intranet searches. For instance,
Google Enterprise, MySQL, and Lucene provide the user with an AQE facility that can
be turned on or off. In contrast, it has not yet been regularly employed in the major
operational Web IR systems such as search engines.

There are several explanations for the limited uptake of AQE in Web search. First,
the fast response times required by Web search applications may prevent the use of
some computationally expensive AQE techniques. Second, current AQE techniques
are optimized to perform well on average, but are unstable and may cause degrada-
tion of search service for some queries. Also, the emphasis of AQE on improving recall
(as opposed to guaranteeing high precision) is less important, given that there is usu-
ally an abundance of relevant documents and that many users look only at the first
page of results. Third, there is probably an issue with the acceptance of AQE, due to
the limited usability and transparency of an IR system implementing AQE: the user
may get confused if the system retrieves documents that do not contain the original
query terms. On the other hand, these features are less important in many other IR
applications (e.g., search by experts in specialized domains), where a straightforward
application of AQE may have no major contraindications. One of the objectives of this
survey is to critically assess the performance limitations of this technique and discuss
what we need to push it forward.

Although AQE has received a great deal of attention in the recent literature on IR
and search, very little work has been done to review such studies. One notable excep-
tion is Bhogal et al. [2007], which however reviews a specific approach to AQE: using
ontologies. AQE has also been covered in the books Baeza-Yates and Ribeiro-Neto
[1999] and Manning et al. [2008], with a focus on early techniques for finding term
correlations, and has a dedicated entry in the Encyclopedia of Database Systems Vech-
tomova [2009]. This article is the first comprehensive study of AQE that deals with
all processing steps, reviews the major techniques including the recent ones, discusses
their retrieval performance, identifies open issues, and suggests research directions.

After discussing how AQE can improve not only recall but also precision, we de-
scribe the main computational steps involved, from data acquisition and preprocess-
ing, to candidate feature generation and ranking, to feature selection, and finally to
query reformulation. This modelization accounts for a large number of proposed ap-
proaches, with each approach usually fitting in one or more sections of the full process-
ing pipeline. Besides summarizing current practice, it can be used as a blueprint for
designing and implementing an AQE component for a ranking system. We also provide
a classification of existing techniques that is more oriented towards methodological as-
pects; e.g., the source of data, the feature extraction method, and the representation of
the expanded query. The latter characterization is more useful for system comparison.

The remainder of the article has the following organization. We first provide a prag-
matic definition of AQE (Section 2), discuss why and under which assumptions it pro-
duces more accurate results than using unexpanded queries (Section 3), and briefly re-
view other applications of AQE in addition to document ranking (Section 4) and differ-
ent approaches to the vocabulary problem (Section 5). Then, in Section 6, we describe
how AQE works, identifying the main computational steps in which the whole process
can be broken down. Section 7 is devoted to a classification of existing approaches: we
provide a broad taxonomy by data source and by expansion feature-finding method as
well as a detailed features chart using a set of more specific criteria. We next address
the performance issue. Section 8 deals with the retrieval effectiveness of expanded
queries and Section 9 discusses the computational efficiency of performing AQE. In
Section 10 we discuss a few critical issues that must still be solved for moving AQE be-
yond its experimental status. Section 11 reviews some research directions, and finally,
Section 12 offers some conclusions.
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2. DOCUMENT RANKING WITH AQE

Most IR systems including search engines rely, totally or in part, on computing the
importance of terms that occur in the query and in the documents to determine their
answers. The similarity sim(q, d) between query g and document d can be usually
expressed as

sim(q,d) = Y wiq - Wi, (1)

teqnd

where w;, and w;q are the weights of term ¢ in query ¢ and document d, respectively,
according to the system’s weighting function. The weight of a term is typically propor-
tional to the term frequency and inversely proportional to the frequency and length
of the documents containing the term. This broad formulation accounts for several
widely used ranking models that which can be directly or indirectly traced back to it,
including vector space model [Salton and McGill 1983], probabilistic relevance model
[Robertson et al. 1998], statistical language modeling [Zhai and Lafferty 2001b], and
deviation from randomness [Amati et al. 2001].

The ranking scheme of formula 1 can be easily modified to accommodate query ex-
pansion, abstracting away from the specific underlying weighting model. The basic
input to AQE consists of the original query q and a source of data from which to com-
pute and weight the expansion terms. The output of AQE is a query ¢’ formed by an
expanded set of terms with their associated weights w’. The new weighted query terms
are used to compute the similarity between query ¢’ and document d

sim(@,d) = Y w;’q/ C Wi 2)

teq'nd

The most typical data source for generating new terms is the collection itself being
searched and the simplest way of weighting the query expansion terms is to use just
the weighting function used by the ranking system. If more complex features than sin-
gle terms are used for query expansion (e.g., phrases), the underlying ranking system
must be able to handle such features.

3. WHY AND WHEN AQE WORKS

In most document ranking systems the query terms are connected by an implicit OR.
Under this assumption, one advantage of query expansion is that there is more chance
for a relevant document that does not contain the original query terms to be retrieved,
with an obvious increase in recall. For instance, if the query Al-Qaeda is expanded
to Al-Qaeda al-Qaida al-Qa’ida “Osama bin Laden” “terrorist Sunni organization”
“September 11 2001,” this new query does not only retrieve the documents that con-
tain the original term (Al-Qaeda) but also the documents that use different spellings
or don’t directly name it. This observation has originated most early research in AQE,
and such a capacity is still very important for search applications in professional do-
mains (e.g., legal, financial, medical, scientific) where the main goal is to retrieve all
documents that are relevant to an issue. Notice that a strict recall improvement can be
achieved even when the query terms are strictly ANDed together by default, as with
some Web search engines, provided that the expanded query can be submitted to the
system by using Boolean operators (e.g., AND of ORs).

The additional terms, however, may cause query drift—the alteration of the focus
of a search topic caused by improper expansion Mitra et al. [1998]—thus hurting
precision. There may be several reasons for this. When an expansion term is
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correlated with a single term of the original query rather than with the entire query
it may easily match unrelated concepts. This phenomenon may be more serious if the
additional term is a proper noun, as pointed out in Vechtomova and Karamuftuoglu
[2004]. It is also possible that the set of candidate expansion terms as a whole is not
relevant to the original query. This may happen, for instance, when AQE is based on
the top documents retrieved in response to the original query and such documents are
mostly not relevant. A further reason for a decrease in precision is that the relevant
documents that match just the original query terms may move lower down in the
ranking after query expansion, even if the additional terms are relevant to the query
concept. For example, if the query “Jennifer Aniston” is expanded with “actress,”
“movie,” and “player,” a document about a different actress in which such additional
terms are well represented may be assigned a higher score than a document about
Jennifer Aniston that does not contain the additional terms [Carmel et al. 2002]. That
query expansion may result in a loss of precision has been confirmed in some earlier
experimental studies (e.g., Voorhees and Harman [1998]).

On the other hand, the effectiveness of IR systems is usually evaluated taking into
account both recall and precision. Using a combined recall/precision measure, the
overwhelming majority of recent experimental studies agree that AQE results in better
retrieval effectiveness, with improvements of the order of 10% and larger (e.g., Mitra
et al. [1998], Carpineto et al. [2002], Liu et al. [2004], Lee et al. [2008]). Such findings
are important to support the claim that AQE is an effective technique, but this may be
not sufficient for the cases when we are primarily interested in precision. However, as
explained in the following, several recent studies have pointed out that AQE does not
necessarily hurt precision.

One common problem affecting the precision of document ranking is that retrieved
documents can often match a query term out of context with its relationships to the
other terms. There may be several types of out-of-context matches causing false drops.
In Bodoff and Kambil [1998], for instance, five types were identified: polysemy, ordered
relationships among terms (e.g., “wars due to crises” versus “crises due to wars”), out
of phrase terms (when a query or document phrase is not treated as a single unit),
secondary topic keyword (e.g., “siamese cats” versus “cats”), and noncategorical terms
(e.g., “tiger” is simultaneously an instance of “mammal” and of “operating system”).

The problem of improper partial matching between query and document can be ame-
liorated by using AQE, to the extent that the additional terms favor a more univocal
interpretation of the original query. For example, if the query “tiger, operating system”
is expanded with “Mac OS X,” the score of the documents about the computer meaning
of “tiger” will increase while the score of the documents about different meanings of
“tiger” or different operating systems will decrease. This is an example of out-of-phrase
term-matching. A similar argument can be applied to the other types of out-of-context
matches. Indeed, some recent studies have confirmed that AQE may also improve pre-
cision by implicitly disambiguating query terms (e.g., Bai et al. [2005], Carmel et al.
[2002], Navigli and Velardi [2003]). In Section 6.2.3 we give an example of this be-
havior in a situation of practical interest, while the use of word sense disambiguation
techniques in IR is discussed in Section 5.3.

Sometimes, AQE achieves better precision in the sense that it has the effect of mov-
ing the results toward the most popular or representative meaning of the query in the
collection at hand and away from other meanings; e.g., when the features used for AQE
are extracted from Web pages [Cui et al. 2003], or when the general concept terms in
a query are substituted by a set of specific concept terms present in the corpus that
co-occur with the query concept [Chu et al. 2002]. AQE is also useful for improving
precision when it is required that several aspects (or dimensions) of a query must be
present at once in a relevant document. This is another facet of query disambiguation,
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in which query expansion can enhance those aspects that are underrepresented in the
original user query [Arguello et al. 2008; Crabtree et al. 2007].

We should emphasize that AQE may not be suitable for all user queries, especially
when searching the Web. It has been observed Broder [2002] that most Web queries
fall into one of three basic categories: informational, navigational, or transactional.
The informational queries (in which the user has a particular information need to
satisfy) seem the most relevant to AQE because the user often does not know exactly
what he is looking for and and/or he is not able to clearly describe it in words. By
contrast, in navigational queries (where the user has a particular URL to find) and
transactional queries (where the user is interested in some Web-mediated activity),
usually the sought pages are characterized by very specific words that are known to
the user.

4. APPLICATIONS OF AQE

Although in this survey we mainly focus on the use of query expansion for improving
document ranking, there are other retrieval tasks that may benefit from this tech-
nique. We now briefly discuss four areas in addition to document ranking, where the
use of AQE has been rather intensive, and then provide pointers to further, more re-
cent, applications.

4.1 Question Answering

The goal of question answering (QA) is to provide concise responses (instead of full doc-
uments) to certain types of natural language questions such as “How many kings were
there in ancient Rome?”. Similar to document ranking, QA is faced by a fundamental
problem of mismatch between question and answer vocabularies.

To improve the early document retrieval stage of a QA system, one common strat-
egy is to expand the original question with terms that are expected to appear in docu-
ments containing answers to it, often extracted from FAQ data [Agichtein et al. 2004,
Harabagiu and Lacatusu 2004]. A recent example in this research line is Riezler et al.
[2007], in which the FAQ data are processed by statistical machine translation tech-
niques, as if questions and answers in the corpus were two distinct languages. In this
case, the goal of question-answer translation is to learn associations between question
words and synonymous answer words. Different approaches to AQE for QA include
using lexical ontologies such as WordNet [Harabagiu et al. 2001], shared dependency
parse trees between the query and the candidate answers [Sun et al. 2006], and se-
mantic parsing of questions based on roles [Schlaefer et al. 2007], among others.

In the Multilingual Question Answering Track run at the Cross Language Evalua-
tion Forum (CLEF)3, 2009, three variants of the classical QA task were explored: geo-
graphical QA, QA in speech transcripts, and passage retrieval from legal texts. Some
authors made use of AQE techniques based on lexical or geographical ontologies, with
good [Agirre et al. 2009] or mixed [Flemmings et al. 2009] results.

4.2 Multimedia Information Retrieval

With the proliferation of digital media and libraries, search of multimedia documents
(e.g., speech, image, video) has become increasingly important. Most multimedia IR
systems perform text-based search over media metadata such as annotations, cap-
tions, and surrounding html/xml descriptions. When the metadata is absent, IR relies
on some form of multimedia content analysis, often combined with AQE techniques.

3www.clefcampaign.org
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For example, in spoken document retrieval, the transcription produced by an auto-
matic speech recognition system can be augmented with related terms prior to query
time [Singhal and Pereira 1999]. This form of document expansion is very useful for
spoken document retrieval since automatic speech transcriptions often contain mis-
takes, while for plain document retrieval its benefits are more limited [Billerbeck and
Zobel 2005; Wei and Croft 2007]. In image retrieval, a typical approach consists of
using query examples with visual features such as colors, textures, and shapes, and
iteratively refining the visual query through relevance feedback Kherfi et al. [2004].
In video retrieval, both the documents and the queries are usually multimodal, in that
they have textual as well as visual aspects. An expanded text query is typically com-
pared against the textual description of the visual concepts and any matched concepts
are used for visual refinement. Also, AQE can be directly applied to visual examples
represented by low-level feature vectors using relevance or pseudo-relevance feedback
(assuming that the top retrieved images are relevant). A review of existing AQE ap-
proaches to video retrieval is given in Natsev et al. [2007]. The authors also present
an interesting method based on identifying global correlations (not related to a spe-
cific query) between terms from the speech transcript and visual concepts; such visual
concepts are then used for query expansion.

4.3 Information Filtering

Information filtering (IF) is the process of monitoring a stream of documents and se-
lecting those that are relevant to the user. The documents arrive continuously and
the user’s information needs evolve over time. Some examples of filtering application
domains are electronic news, blogs, e-commerce, and e-mail (see Hanani et al. [2004]
for a review). There are two main approaches, collaborative IF (based on the prefer-
ences of like-minded users) and content-based IF. The latter technique bears a strong
conceptual similarity to IR because the user profile can be modeled as a query and the
data stream as a collection of documents [Belkin and Croft 1992].

Better profiles (queries) can be learned using relevance feedback techniques [Allan
1996], or other forms of query expansion, such as based on similar users [Palleti et al.
2007] or on links and anchor textin Wikipedia [Arguello et al. 2008]. In Zimmer et al.
[2008], keyword correlation is used to improve the recall in approximate IF—a scenario
in which the system is responsible for selecting the best information sources to which
a subscription (query) should be submitted.

4.4 Cross-Language Information Retrieval

Cross-language information retrieval (CLIR) deals with retrieving documents written
in a language other than the language of the user’s query. There has been an increas-
ing interest in CLIR in the last years, thanks to the annual evaluation campaigns run
by CLEF and TREC. The traditional approach to CLIR consists of query translation
followed by monolingual retrieval, where query translation is performed with machine
readable bilingual dictionaries, parallel corpora or machine translation [Koehn 2010].
Regardless of the type of translation resource used, there are usually limitations due
to insufficient coverage, untranslatable terms, and translation ambiguity between
the source and target languages [Pirkola et al. 2001]. To combat the errors induced
by translation, one well known technique is to use query expansion [Ballesteros and
Croft 1997]; even when the translation contains no error, the use of semantically
similar terms yields better results than those obtainable by literal translation terms
alone [Kraaij et al. 2003]. Query expansion can be applied before or after translation,
or even at both times; pretranslation yields better results than posttranslation, with
a combination being the most effective [Ballesteros and Croft 1998; McNamee and
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Mayfield 2002]. A more recent work [Cao et al. 2007] integrates both translation
relations and monolingual relations such as term co-occurrence into a unique directed
graph in which query translation is performed as a random walk.

4.5 Other Applications of AQE

Other recent applications of AQE include text categorization [Zelikovitz and Hirsh
2000; Hidalgo et al. 2005], search of hidden Web content that is not indexed by
standard search engines [Graupmann et al. 2005], query completion on mobile de-
vices [Kamvar and Baluja 2007], training corpora acquisition [Huang et al. 2005], e-
commerce [Chen et al. 2004; Perugini and Ramakrishnan 2006], mobile search [Church
and Smyth 2007], expert finding [Macdonald and Ounis 2007], slot-based document re-
trieval [Suryanto et al. 2007], federated search [Shokouhi et al. 2009], and paid search
advertising [Broder et al. 2009; Wang et al. 2009].

5. RELATED TECHNIQUES

The word mismatch between query and documents is a long-standing issue in the field
of IR. In this section, AQE is put in context with respect to alternative strategies to
the vocabulary problem.

5.1 Interactive Query Refinement

There is a vast related literature on interactive query expansion (IQE) and refinement
(e.g., Efthimiadis [1996], Baeza-Yates and Ribeiro-Neto [1999]). Its main difference
from automatic methods is that the system provides several suggestions for query
(re)formulation, but the decision is made by the user. From a computational point
of view, IQE and AQE share the first two computational steps, namely data acquisi-
tion and candidate feature generation, whereas IQE does not address the subsequent
problems of feature selection and query reformulation.

One of the best known systems of this kind is Google Suggest, which offers real-time
hints to complete a search query as the user types. IQE has the potential for producing
better results than AQE Kanaan et al. [2008], but this generally requires expertise on
the part of the user Ruthven [2003]. From a usability point of view, IQE gives the
user more control over the query processing, which is a aspect lacking in AQE (see
Section 10.3). Although in this article we focus on fully automatic methods for single-
query searches, we do include some innovative techniques mainly developed for term
suggestion, which are susceptible to also being used for AQE.

5.2 Relevance Feedback

Relevance feedback takes the results that are initially returned from a given query and
uses information provided by the user about whether or not those results are relevant
to perform a new query. The content of the assessed documents is used to adjust the
weights of terms in the original query and/or to add words to the query. Relevance
feedback is often implemented using variants of the Rocchio algorithm [Rocchio 1971],
discussed in the following, or the F, probabilistic reweighting formulas [Robertson and
Sparck Jones 1976; Robertson 1986; Robertson and Walker 2000]. Relevance feedback
is covered in several books (e.g., Harman [1992], Baeza-Yates and Ribeiro-Neto [1999],
Manning et al. [2008]) and surveys Ruthven and Lalmas [2003]. A dedicated track
(the Relevance Feedback track) was run at TREC in 2008 and 2009.

Relevance feedback essentially reinforces the system’s original decision, by making
the expanded query more similar to the retrieved relevant documents, whereas AQE
tries to form a better match with the user’s underlying intentions. The specific data
source from which the expansion features are generated using relevance feedback may
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be more reliable than the sources generally used by AQE, but the user must assess
the relevance of the documents. On the other hand, relevance feedback has directly
inspired one of the most popular AQE techniques, namely pseudo-relevance feedback
(discussed in Section 6.2.3), and it has also provided foundational work for modeling
query reformulation in a variety of AQE approaches (see Section 6.4).

5.3 Word Sense Disambiguation in IR

Word sense disambiguation (WSD) is the ability to identify the meaning of words
in context in a computationalmanner [Navigli 2009]. WSD is a natural and well
known approach to the vocabulary problem in IR [Krovetz and Croft 1992; Lesk
1988; Sanderson 2000]. Early work focused on representing words by the text of
their dictionary definitions, or by their WordNet synsets (discussed in Section 6.2.1).4
However, several experiments suggested that a straightforward application of this
technique may not be effective for IR Voorhees [1993], at least as long as the selection
of the correct sense definition (or synset) is flawed; e.g., if the precision is no greater
than 75%, according to Sanderson [1994]. The work on using WordNet for AQE has
continued using more sophisticated methods, described below in the paper.

Rather than relying on short, predefined lists of senses, it may be more convenient
to use a corpus as evidence to perform word sense induction. In Schiitze and Pedersen
[1995], the context of every occurrence of a word is found and similar contexts are
clustered to determine the word senses (or word uses). With a correct disambiguation
rate of 90%, this paper was the first to show that WSD can work successfully with an IR
system, reporting a 7 to 14% improvement in retrieval effectiveness. Given its reliance
on corpus analysis, this approach is similar in spirit, to the global AQE techniques
discussed in Section 7.2. Another corpus-based WSD technique is described in Véronis
[2004]. By applying the metaphor of small worlds to word co-occurrence graphs, this
technique is capable of discovering low-frequency senses (as low as 1%).

On the whole, however, the application of WSD to IR presents both computational
and effectiveness limitations. Mixed evidence has also been reported in a recent series
of experiments performed at CLEF 2008 and CLEF 2009, in the Robust—-WSD task
[Agirre et al. 2009]. Furthermore, a typical query context, as in Web searches, may be
too short for sense disambiguation.

5.4 Search Results Clustering

Search results clustering (SRC) organizes search results by topic, thus allowing, in
principle, direct access to the documents pertaining to distinct aspects of the given
query. In contrast to conventional clustering, SRC algorithms try to optimize not only
the clustering structure, but also the quality of cluster labels, because a cluster with
a poor description is very likely to be entirelyomitted by the user even if it points to
a group of strongly related and relevant documents. Some examples of description-
centric SRC algorithms are Clusty®, Lingo [Osinski and Weiss 2005], and KeySRC
[Bernardini et al. 2009], all available for testing on the Internet. A recent review of
this relatively large body of literature is given in Carpineto et al. [2009].

The cluster labels produced by SRC algorithms can be naturally seen as refinements
of the given query, although they have been typically employed for browsing through
the search results rather than for reformulating the query. An explicit link between

4Term co-occurence representations are typically used in the computational linguistic community to express
the semantics of a term. A comparison with document occurrence representations, more common in IR, is
made in Lavelli et al. [2004].

Shttp://clusty.com
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Fig. 1. Main steps of automatic query expansion.

SRC and AQE is made in Kurl and et al. [2005], where the clusters built from top
retrieved documents are used as pseudo-queries representing different facets of the
original query. This approach can be iterated, although caution must be taken (e.g., by
rescoring the documents retrieved at each round) to avoid query drift.

5.5 Other Related Techniques

Other techniques related to AQE include Boolean term decomposition [Wong et al.
1987], spreading activation networks [Crestani 1997], concept lattice-based IR
[Carpineto and Romano 2004], random indexing [Sahlgren 2005], and contextual doc-
ument ranking modeled as basis vectors [Melucci 2008]. Although these methods do
not strictly perform query expansion, they have the ability to retrieve documents that
do not contain the original query terms, based on particular content relationships
among all the terms contained in the collection. Another relevant technique is la-
tent semantic indexing (LSI), which replaces the observed features of documents with
a new (smaller) set of uncorrelated features using the singular value decomposition of
the term-document matrix [Deerwester et al. 1990]. The relationships between LSI
and Rocchio relevance feedback have been theoretically investigated in Efron [2008].
Rocchio is optimal for discriminating between relevant and nonrelevant documents
(viewing IR as classification), whereas LSI is optimal for estimating the degree of rel-
evance of a particular document (viewing IR as regression), because projection onto a
low-dimension space reduces model variance. Features generated by LSI have been
directly used for AQE in Park and Ramamohanarao [2007].

6. HOW AQE WORKS

AQE can be broken down into the four steps shown in Figure 1: preprocessing of data
source, generation and ranking of candidate expansion features, selection of expan-
sion features, query reformulation. Each step is discussed, in turn, in the following
sections.

6.1 Preprocessing of Data Source

This step transforms the raw data source used for expanding the user query into a
format that will be more effectively processed by subsequent steps. It usually con-
sists of a phase of extraction of intermediate features, followed by the construction of
appropriate data structures for easy access to and manipulation of such features. Pre-
processing of a data source is usually independent of the particular user query that
is to be expanded but it is specific to the type of data source and expansion method
being considered. The most common preprocessing procedures are discussed in the
following.

Many query expansion techniques are based on the information contained in the
top-ranked items retrieved in response to the original user query from a collection of
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documents. In order to compute the initial retrieval run, it is necessary to index the
collection and run the query against the collection index. Indexing usually comprises

(1) text extraction from documents like HTML, PDF, MS Word, and so on (if the col-
lection is made of such documents);

(2) tokenization (extraction of individual words, ignoring punctuation and case);

(3) stop word removal (removal of common words such as articles and prepositions);

(4) word stemming (reduction of inflected or derivational words to their root form);

(5) word weighting (assignment of a score that reflects the importance of the word,
usually in each document).

To illustrate, consider the following short HTML fragment.
’<b>Automatic query expansion</b> expands queries automatically.’

The indexed representation, using Porter’s stemmer [Porter 1997], and assuming
that the weight of a word is simply given by its frequency in the text, is:

automat 0.33, queri 0.33, expan 0.16, expand 0.16.

As a result, each document is represented as a set of weighted terms, with a com-
plementary inverted index file, which maps terms to documents at query time. The in-
dexing system may also store term positions, to provide proximity-based search. When
the collection used for query expansion is the same as the one being searched (e.g.,
Attar and Fraenkel [1977], Xu and Croft [1996], Robertson et al. [1998], Carpineto
et al. [2001], Bai et al. [2005]), the ranking system to which the expanded query will
be submitted is typically used to also perform a first-pass ranking. If an external
corpus is employed (e.g., Web data for intranet searches, or personal desktop data
for Web searches), as in Xu and Croft [2000], Voorhees [2004], Diaz and Metzler
[2006], and Chirita et al. [2007], a different IR system will, in general, be necessary;
several options are available, such as installing and running a desktop search engine
(commercial or freely available), using Web retrieval APIs, or even developing one’s
own system for document indexing and ranking.

Other AQE techniques, based on corpus analysis, require the extraction of partic-
ular features from the collection at hand. These are usually different from those dis-
cussed in the preceding, which are employed for indexing purposes by a conventional
IR system. A well known approach is Qiu and Frei [1993], where each term is repre-
sented as a weighted document vector using nonstandard collection statistics. Another
example is Crouch and Yang [1992], which builds a statistical thesaurus by first clus-
tering the whole document collection via the complete link clustering algorithm.

Some query expansion techniques require preprocessing procedures tailored to cer-
tain data sources. For example, if query expansion makes use of anchor texts, one
needs to parse a hyperlinked collection to extract the text content of anchor tags, and
to further process such texts to normalize them and/or remove those that contain too
few or too many terms [Kraft and Zien 2004]. Clickthrough records (query, URL) ex-
tracted from search engine logs are another source of data for query expansion (e.g.,
Cui et al. [2003], Billerbeck et al. [2003]). In this case, besides extracting from the
user logs, the sequence of characters comprising the query and the corresponding doc-
uments clicked on, it may be useful to remove objectionable content and also to perform
some form of query and URL canonicalization to find semantically equivalent strings
[Beeferman and Berger 2000].

In the approaches discussed so far, preprocessing is applied to a given data source.
This is the predominant situation, but there are exceptions. The data source may be
selected from multiple choices, as in Gauch et al. [1999] and He and Ounis [2007], or
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even built from scratch. Two examples of the latter are Riezler et al. [2007] and Bai
et al. [2007]. In Riezler et al. [2007], a collection of FAQs is automatically built by
first using Web queries such as “inurl:faq” and subsequently applying machine learn-
ing techniques to extract the actual FAQs from the retrieved set of pages. In Bai et al.
[2007], several strategies for constructing domain models (topic profiles) to which the
queries will be assigned for expansion are tested. Such strategies involve the uti-
lization of the documents contained in the Open Directory Project®, or the top Web
answers to user-defined topics. Offline Web-based construction of term vectors repre-
senting fixed topics is also performed in Finkelstein et al. [2002]. In all these cases,
an earlier preprocessing procedure is necessary to acquire the source data in the first
place, prior to the strict data preprocessing step dealt with in this section.

6.2 Generation and Ranking of Candidate Expansion Features

In the second stage of AQE, the system generates and ranks the candidate expansion
features. The reason that feature ranking is important is that most query expansion
methods will only choose a small proportion of the candidate expansion features to add
to the query.

The input to this stage is the original query and the transformed data source; the
output is a set of expansion features, usually with associated scores. The original
query may be preprocessed to remove common words and/or extract important terms
to be expanded (the importance being approximated e.g., by their inverse document
frequency).

We classify the techniques used to execute candidate generation and ranking ac-
cording to the type of relationship between the expansion features generated and the
query terms (after query preprocessing, if any).

6.2.1 One-to-One Associations. The simplest form of candidate generation and ranking
is based on one-to-one associations between expansion features and query terms, i.e.,
each expansion feature is related to a single query term. In practice, one or more
expansion features are generated and scored for each query term, using a variety of
techniques.

One of the most natural approaches is to rely on linguistic associations, such as
using a stemming algorithm to reduce different words to the same stem. A stemmer
may remove inflected forms of a word that strictly follow the language syntax (e.g.,
singular/plural of nouns, tenses of verbs), or it may also remove derivational forms. In
the latter case, the stem will not, in general, coincide with the morphological root of the
word. For instance, using Porter’s derivational stemming algorithm [Porter 1997], the
words “generalizations,” “generalization,” “generalize,” and “general” would be reduced
to the same stem: “gener.” Clearly, the latter approach is more powerful but it is prone
to errors due to overgeneralization.

Another common linguistic technique is to find synonyms and related words of
a query word from a thesaurus, most usually from WordNet (e.g., Voorhees [1994],
Mandala et al. [1998]). The WordNet lexicon [Miller et al. 1990], available online’,
groups English words into sets of synonyms called synsets and records various
lexical semantic relations between these synonym sets. In particular, it includes
hypernym/hyponym relationships among noun synsets that can be interpreted as
generalization/specialization relations between the concepts corresponding to such

Shttp://dmoz.org
"http://wordnet.princeton.edu/
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synsets. For instance, there are three synsets with the noun “spider” in WordNet, each
with a specific sense—for zoology, computer science, and cooking. The synset with the
computer science meaning is spider, wanderer, which is defined as “a computer pro-
gram that prowls the internet looking for...” and has one direct hypernym ({program,
programme, computer program, computer programme}) and no hyponyms.

Expansion feature generation from WordNet requires selecting one synset for a
given query term, thus solving the ambiguity problem, and then traversing the hier-
archy by following its typed links. In order to choose a synset with a similar meaning
to the query term, the adjacent query terms can be best matched with the concepts
present in each synset containing the query term. After selecting the most relevant
synset, one might consider for query expansion, all the synonyms of the query term in
the synset plus the concepts contained in any synset directly related to it, usually with
different weights (see Section 6.4). Using this approach on the query “spider program”
for instance, it would first select the WordNet node with the computer meaning of spi-
der, and then the following candidate query expansion features would be generated:
“wanderer,” “programme,” “computer program,” “computer programme.”

A radical departure from the linguistic approach consists of generating associations
automatically by computing term-to-term similarities in a collection of documents. The
general idea is that two terms are semantically related if they appear in the same
documents, just as two documents are considered similar if they contain the same
terms. Two simple measures of similarity are the Dice coefficient and the Jaccard
index. Given terms terms u and v, the Dice coefficient (D) is defined as

2 N df Unv
dfu+df,’
where df,», is the number of documents that contain both u and v, and df,, df, are the

number of documents that contain u and v, respectively.
The Jaccard index (/) is defined as

D = 3)

- dfltA v
dfuv’

where df,., is the number of documents that contain « or v.

A more general approach is the following. Consider a term-document matrix A,
where each cell A;4 is a weight w;4 for term ¢ and document d. If we calculate C =
AAT then Cis a term-term correlation matrix, where each elementc, , is a correlation
(similarity) score between terms u and v given by

Cup = Z Wy,j © Wy, j. (5)
dj

J (4)

8

Using this formula, we can compute the correlation between each term of the query
and each term in the document collection. To take into account the relative frequency
of terms, it is preferable to generate normalized correlation factors, e.g. by the cosine
similarity: ———Cer |
,/Zdj wi Zdj w,

Depending on how the set of documents and the weighting function are chosen,
Formula (5) can give rise to conceptually different term-to-term correlation methods.
One well known technique, first proposed in Attar and Fraenkel [1977], relies on the
set of documents returned in response to the original query and makes use of term

8The Dice coefficient and the Jaccard index are related: D = 2J/(1 + J) and J= D/(2 — D).
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frequency to weight the terms. We will see more elaborated techniques that can be
traced back to Formula (5) in Section 6.2.2.

Computing co-occurrence of terms in the whole document is simple but it has the
disadvantage that position is not taken into account, whereas two terms that co-occur
in the same sentence seem more correlated than two terms that occur distantly within
a document. This aspect is usually addressed by considering term proxumty, using
only restricted textual contexts such as windows of fixed length for measuring co-
occurrence of terms. However, the simple co-occurrence, whether in a large or small
context, does not necessarily mean that the terms are correlated. For instance, the
word “verdi” is correlated with the word “giuseppe” in a music book, whereas the same
correlation will not hold for a telephone book, because in the latter case the surname
“verdi” cooccurs with many names other than “giuseppe.”

A more comprehensive measure for word association that incorporates term
dependency is mutual information [Church and Hanks 1990; van Rijsbergen 1979],
defined as

P(u,v) 1} )

I,, = log, [7P(u)~P(v) +

where P(u, v) is the joint probability that u and v co-occur within a certain context,
usually a window of interest, and P(z) and P(v) are the probability of occurrence of
terms u and v, respectively. Such probabilities can be estimated, for instance, by rela-
tive frequency counts.

Notice that the mutual information is symmetric: I(u, v) = I(v,u). As word order
matters (e.g., compare “word processing” to “processing word”), it is preferable to con-
sider an asymmetric version, in which P(u, v) is the probability that v strictly follows
u. The mutual information is zero if there is a zero co-occurrence, equal to one if u and
v are independent, and equal to logs(-— P + D if v is perfectly associated with u. One

of its disadvantages is that it tends to favor rare terms over common terms, because
I(u, v) will increase if P(v|u) is fixed, but P(u) decreases. This problem may become
more acute for sparse data, which is most relevant to us.

Alternatively, we could consider the classical definition of conditional probability to
measure the strength of the association of term v to term u

P(u, v)
P(w)

The conditional probability can be computed by dividing the number of contexts
(e.g., phrases) in which terms u and v co-occur by the number of contexts in which term
u occurs. This popular approach (e.g., Schiitze and Pedersen [1997], Bai et al. [2005])
is similar to the definition of confidence of association rules in data mining problems
[Agrawal et al. 1993]. In fact, association rules have been explicitly used for finding
expansion features correlated with the query terms [Latiri et al. 2004; Song et al.
2007]. One disadvantage of this approach is that associations with high confidence
may hold by chance (e.g., when the two terms are statistically independent).

Expansion features can also be generated by mining user query logs, with the goal
of associating the terms of the original query with terms in past related queries. As the
texts extracted from such data (possibly after preprocessing—see Section 6.1) are usu-
ally very short, the standard correlation techniques based on term frequency cannot
be applied. In fact, several additional contextual clues extracted from the query logs
have been used to help identify useful associations, such as considering queries that
occurred in the same session (e.g., successive queries issued by a single user [Jones
et al. 2006]) or queries that yielded similar sets of presumably relevant documents
(e.g., by deploying the bipartite graph induced by queries and user clicks [Beeferman

P(v|u) = (7
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and Berger 2000]). These latter types of evidence do not depend on the content of
queries and documents and are thus especially useful when content-based approaches
are not applicable. We will return to this in Section 7.

6.2.2 One-to-Many Associations. One-to-one associations tend to add a term when it is
strongly related to one of the query terms. However, this may not accurately reflect the
relationships of the expansion term to the query as a whole. This problem has been an-
alyzed in Bai et al. [2007]. For example, while the word “program” may well be highly
associated with the word “computer,” an automatic expansion of all queries containing
“program” with “computer” might work well for some queries (e.g., “Java program,”
“application program”), but not for others (e.g., “T'V program,” “government program,”
“space program”). Here again we come across the issue of language ambiguity.

One simple approach to one-to-many associations is to extend the one-to-one associ-
ation techniques described in the previous section to the other terms in the query. The
idea is that if an expansion feature is correlated to several individual query terms,
then it is correlated to the query as a whole. In Voorhees [1994], for instance, it is
required that a new term extracted from WordNet be related to at least two original
query terms before it is included in the expanded query. If we use term-to-term corre-
lations, we might compute the correlation factors of a given candidate expansion term
v to every query term, and then combine the found scores to find the correlation to the
global query ¢, e.g. by

1

= =Y cu 8
a1 = ®

ueq

Cq.v

A similar approach was suggested in Qiu and Frei [1993] and Xu and Croft [1996],
and followed in several other research works [Bai et al. 2005; Cui et al. 2003; Hu et al.
2006; Sun et al. 2006]. The two former papers are interesting not only because they
extend the one-to-one correlation paradigm to the whole query, but also because of
their particular weighting functions and expansion feature types.

In Qiu and Frei [1993], Formula (5) is used to find term-term correlations in the
whole collection, seen as a concept-term space, where documents are used to index
terms. The weight of a term in a document is expressed as the product of the fre-
quency of the term in the document by the inverse term frequency associated with
that document. The inverse term frequency for document d; is given by logDLTj, where

T is the number of terms in the collection and DT is the number of distinct terms in
the document d;. This concept is analogous to the inverse document frequency used
for document ranking.

In Xu and Croft [1996], concepts rather than single terms are generated as expan-
sion features. A concept is a group of adjacent nouns in the top retrieved documents;
candidate concepts are analyzed using passages (a text window of fixed size) instead of
full documents. Formula (5) is applied to compute a term-concept correlation (rather
than a term-term correlation), where w, ; is the frequency of the query term u in the
J-th passage and w, ; is the frequency of the concept v in the j-th passage. The exact
term-concept correlation value is determined by taking into account the inverse fre-
quency of the term and the concept in the passages contained in the whole collection.
The correlation factors of each single query term to a given concept are then combined
through a function of their product. This method is called local co