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 share parameters phi among data points for their variational 
approximation q_phi(z|x)

 re-parameterization trick to only have parameters appear in simple 
deterministic transformation, stochasticity is all left in N(0,1) noise 
variables (no parameters) => allow simple backpropagation of gradient 
through expectations

 for more details, see: Slides on VAE by Aaron Courville - deep learning 
class Winter 2017

○ VAE innovations:

○ see Old lecture 17 scribbles for more info on Schur complement & block 
decomposition of inverse

○ see Old lecture 18 scribbles for more info on SVD, and also CCA

Other skipped parts, for more details:
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https://ift6266h17.files.wordpress.com/2017/03/vae1.pdf
http://www.iro.umontreal.ca/~slacoste/teaching/ift6269/A17/notes/lecture17_scribbles_old.pdf
http://www.iro.umontreal.ca/~slacoste/teaching/ift6269/A17/notes/lecture18_scribbles_old.pdf

